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We present the implementation of the density functional theory based charge patching 
method using the basis of Gaussian functions. The method is based on the assumption that 
the electronic charge density of a large system is the sum of contributions of individual 
atoms, so called charge density motifs, that are obtained from calculations of small 
prototype systems. In our implementation wave functions and electronic charge density 
are represented using the basis of Gaussian functions, while charge density motifs are 
represented using a real space grid. A constrained minimization procedure is used to obtain 
Gaussian basis representation of charge density from real space representation of motifs. 
The code based on this implementation exhibits superior performance in comparison to 
previous implementation of the charge patching method using the basis of plane waves. It 
enables calculations of electronic structure of systems with around 1000 atoms on a single 
CPU core with computational time of just several hours.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

Density functional theory (DFT) [1–3] is arguably the most useful approach for electronic structure calculations of phys-
ical systems containing a large number of atoms. There is currently a variety of computational codes that implement DFT 
equations in the basis set of plane waves [4–7], Gaussians [8,9], localized numerical orbitals [10], using real-space represen-
tation [11,12], as well as using other approaches [13]. Nevertheless, there is a huge interest to make further progress in the 
development of methods for electronic structure calculations. In that regard, several different and complementary research 
directions are currently pursued worldwide. One direction is devoted to develop methods that give accurate results in cases 
where standard approximations in DFT are known to fail – these developments include many body theory in GW approxi-
mation [14] (where G stands for Green’s function and W for screened Coulomb interaction), the development of new density 
functionals [15,16] or methods specialized for strongly correlated materials such as dynamical mean field theory [17]. A sec-
ond important direction includes the development of more efficient numerical schemes that enable calculations of larger 
systems and efficient exploitation of high performance computing facilities [18–24]. A third equally important direction is 
based on exploiting certain well grounded approximations in DFT that significantly speed up DFT calculations and open the 
way for analysis of rather large systems. The methods developed along this line include the density functional tight-binding 
method [25,26], the fragment molecular orbital method [27], the semiempirical pseudopotential method [28,29], the charge 
patching method (CPM) [30–32], the exchange-correlation potential patching method [33], etc.
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Central idea of the last three methods is to directly construct the single-particle Kohn–Sham Hamiltonian without doing 
self-consistent DFT calculations. Each of these methods is based on the assumption that a certain relevant quantity can be 
decomposed into contributions of individual atoms. These contributions are extracted from calculations on small prototype 
systems and the relevant quantity for a large system is calculated simply by adding contributions of individual atoms. In the 
case of pseudopotential method, the relevant quantity is the single-particle potential, in the case of exchange-correlation 
patching method, the relevant quantity is the exchange-correlation potential, while in the case of charge patching method, 
it is the electronic charge density.

Existing implementation of the charge patching method uses the basis of plane waves to represent the wave func-
tions [32]. While plane-wave basis offers several advantages, such as ease of implementation of relevant equations and the 
ability to systematically truncate the basis based on kinetic energy cut-off, it has a drawback that quite a large number of 
plane waves is necessary to accurately describe the wave functions in the neighborhood of an atom. On the other hand, the 
basis sets containing localized Gaussian functions, developed in the quantum chemistry community [8,9], offer advantage 
that wave functions can be represented with a small number of Gaussians. While there is no simple systematic way to 
truncate the basis set, one can exploit some of widely used and tested basis sets obtained after more than half a century of 
development.

In this work, we present the implementation of the charge patching method in the basis of Gaussian functions. Such an 
implementation offers a large speed-up in comparison to previous plane wave implementation. The paper is organized as 
follows. In Sec. 2 we review the charge patching method. In Sec. 3 we present the details of our implementation of CPM 
in the basis of Gaussian functions with a particular emphasis on the parts of implementation that are not present in the 
implementation of DFT in Gaussian basis. In Sec. 4 we present the performance of the serial code and demonstrate that one 
can calculate the systems with around 1000 atoms on a single CPU core with computational times of just several hours. We 
also demonstrate for several different classes of systems that our CPM implementation in Gaussian basis yields electronic 
states with accuracy similar as DFT implementation in the same basis.

2. Description of the charge patching method

In standard DFT calculations, one has to self-consistently solve the Kohn–Sham equations [2](
− h̄2

2m0
∇2 + V ion + V H [ρ] + V xc [ρ]

)
ψi(r) = εiψi(r) (1)

and the equation that relates the electronic charge density ρ (r) and the single-particle wave functions ψi (r) that reads:

ρ (r) = −|e|
∑

i

|ψi (r)|2 . (2)

In previous equations m0 is the free electron mass, h̄ is the reduced Planck’s constant, e is the elementary charge, V ion is 
the potential of nuclei and core electrons, V H [ρ] is the electrostatic (Hartree) potential of the valence electronic charge 
density ρ (r), V xc [ρ] is the exchange-correlation potential which, under the local density approximation (LDA), depends 
only on the electronic charge density at a given point in space, while εi is the eigenenergy of a single-particle state i. The 
summation in Eq. (2) includes all occupied electronic states i.

The idea of the CPM [30,32] is to avoid the need to perform a self-consistent procedure for solution of Eqs. (1) and (2)
by directly constructing the charge density ρ (r). This is accomplished by assuming that the charge density in the neigh-
borhood of a certain atom depends mainly on its local bonding environment. One then first performs full self-consistent 
DFT calculation on some small prototype system (see step 1 in Fig. 1) where atoms have the same bonding environment 
as in the large system. The charge density ρs (r) obtained from such a calculation is then decomposed into contributions of 
individual atoms, called motifs (step 2 in Fig. 1), using the following formula:

mA (r − RA) = w A (r − RA)∑
B w B (r − RB)

ρs (r) . (3)

In Eq. (3) RA denotes the position of atom A, the summation in the denominator goes over all atoms in the system (labeled 
by B in the summation), while w A (r − RA) are functions localized in the neighborhood of atom A that are used to smoothly 
partition the charge density ρs (r) into motifs mA (r − RA). The electronic charge density of atom A multiplied by a mask 
function fm(r) was used for w A , where a mask function is of the form fm(r) = (a + br2)/a when r ≤ r0, and fm(r) =
e−epr/a when r > r0, with r0 = 3 a0 (where a0 is the Bohr radius), ep = 0.75 a0

−1, b = −ep exp(−epr0)/(2r0), and a =
exp(−epr0) − br2

0 . The motifs and atoms are classified based on the ideas used to classify the atoms used in classical force 
fields. For example, in the case of alkane chain, we introduce two types of C atoms – the atoms at ends of the chain are 
labeled as C3, while the atoms in interior are labeled as C2. The motif is then specified by the type of its central atom 
and its neighboring atoms, while in the case of hydrogen atom the second nearest neighbors also need to be specified to 
define the orientation of the motif in three-dimensional space. Previous experience has shown that such an approach is 
successful for a wide range of semiconducting systems. As an example, the following motifs are used in the case of alkanes: 
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Fig. 1. CPM flow chart diagram shows the full CPM algorithm organized in phases. The first phase implements the DFT algorithm to calculate the charge 
density for the small prototype system. The charge density obtained from DFT is used in the second phase to extract the motifs. In the third phase, these 
motifs are used to calculate the electronic structure of the large system.

C3–C2HHH, C2–C3C2HH, C2–C2C2HH, H–C3–C2HH, H–C2–C3C2H, and H–C2–C2C2H. Other examples of the sets of motifs used 
for various physical systems are given in Table 1 of Supplementary material.

To obtain the charge density of the large system, one simply adds up the motifs of all atoms (step 3 in Fig. 1) as

ρ (r) =
∑

A

mA

[
R−1

A · (r − RA)
]
, (4)

where RA is the rotation matrix that takes into account that spatial orientation of neighboring atoms might not be the 
same in the small system used to generate the motifs and in the large system that one wants to calculate. In particular, 
if RAi are the positions of neighbors of atom A, while R(0)

A and R(0)
Ai

are the positions of atom A and its neighbors in the 

motifs, then RA ·
(

R(0)
Ai

− R(0)
A

)
= RAi − RA . With electronic charge density at hand, one directly obtains the single-particle 

Hamiltonian [the term in bracket on the left hand side of Eq. (1)], which is then diagonalized (step 4 in Fig. 1) to obtain the 
energies and wave functions of electronic states.

In the case of plane wave implementation, diagonalization of this Hamiltonian can be computationally quite demanding 
for large systems because of large size of plane wave basis set and large number of eigenstates. Nevertheless, transport and 
optical properties of materials are determined only by electronic states in the vicinity of the band gap. It is therefore not 
necessary to find all eigenvalues in Eq. (1) but only those in the spectral region close to the band gap. Efficient methods for 
finding these eigenvalues, such as the folded spectrum method [34] and the overlapping fragments method [35] have been 
developed. The use of these methods on high performance computing architectures enabled the calculations of systems with 
more than 10 thousand atoms [36].

Comparisons of the results obtained by CPM and full DFT calculations for a variety of semiconducting systems have 
shown excellent agreement of the eigenvalues, which is on the order of 10–30 meV [32]. So far, CPM was applied to a 
variety of inorganic and organic semiconductor systems, such as diluted nitrogen alloys [30,37], quantum dots and wires 
[38,39], impurities [40,41], carbon nanotubes and fullerenes [31], amorphous polymers [42,36,43–45], thermally disordered 
polymers [46], as well as interfaces between domains in conjugated polymers [47] and small molecule based organic semi-
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conductors [48]. On the other hand, CPM is not expected to work well in metals or systems where long-range charge 
transfer is present because the main assumption of locality of electronic charge density is not satisfied in these cases.

3. Implementation in Gaussian basis

To solve the eigenvalue problem given by Eq. (1), we expand the wave function ψi (r) as a linear combination of prede-
fined basis functions ϕkμ (r − Rk)

ψi (r) =
N∑

k=1

Nk∑
μ=1

α
(i)
kμϕkμ (r − Rk) . (5)

In Eq. (1) N is the number of atoms in the system, Nk is the number of basis functions centered on atom k, Rk is the 
position of atom k, while α(i)

kμ are the expansion coefficients that have to be determined. Each of the basis functions is 
assumed in the form of a contracted Gaussian, i.e. as a linear combination of several primitive Gaussians

ϕlmn (r) =
∑

j

a jχlmnα j (r) (6)

with predefined coefficients a j , where primitive Gaussians read

χlmnα (r) = N (l,m,n,α) xl ymzne−αr2
. (7)

In Eq. (7) l, m and n are nonnegative integers and α is a positive real number, while N (l,m,n,α) is the normalization 
constant

N (l,m,n,α) =
(

2α

π

)3/4
√

(8α)l+m+n l! m! n!
(2l)! (2m)! (2n)! . (8)

In the numerical examples in Sec. 4 we use the SBKJC VDZ ECP basis set [49–52].
Electronic charge density is also represented in the basis of contracted Gaussians centered on atoms as

ρ (r) =
N∑

k=1

nk∑
μ=1

βkμϕC
kμ (r − Rk) . (9)

However, the set of Gaussians ϕC
kμ (r − Rk) used in Eq. (9) is different from the one used in Eq. (5) (a fact emphasized by 

the superscript C ). The reasons for using different set of Gaussians stem from the fact that electronic charge density is equal 
to the sum of squared moduli of wave functions of occupied states. As a consequence, different parameters of Gaussians are 
needed to reliably represent the charge density than the ones used to represent the wave function. Hence, the number of 
Gaussians centered on atom k, denoted as nk in Eq. (9), is different from Nk used in Eq. (5). In the numerical examples in 
Sec. 4 we use the DGauss A1 DFT Coulomb Fitting basis set [53,51,52]. Typically, nk is larger than Nk . For example, in the 
case of carbon atom and the basis sets that we use in numerical examples in this work nk = 34, while Nk = 8.

Appropriate representation of charge density motifs appears to be a significant challenge. Since the electronic charge 
density is represented as a sum of Gaussians centered on atoms, it is in some sense already decomposed into contributions 
of individual atoms. Therefore, it seems appealing to extract the motif from the calculation on small system simply as 
the sum of contributions of all Gaussians centered on that atom. In that case, the motif would be simply represented via 
the corresponding coefficients and it would be easy to generate the charge density of the large system from such motifs. 
Unfortunately, we found that this approach does not yield satisfactory results as the eigenenergies obtained using CPM differ 
too much to those obtained from full DFT calculation. The main reason for this stems from the fact that parameters of the 
Gaussian basis for charge density have been developed to provide a reliable fit of the total electronic charge density. Angular 
part of these Gaussians typically has only small angular momentum (typically s, p and d). On the other hand, the motifs 
that describe the neighborhood of a given atom exhibit a significant degree of anisotropy and consequently higher angular 
momentum Gaussians are needed to describe them.

Our next attempt in the effort to find an appropriate procedure to generate and represent the motifs was to use Eq. (3)
to directly calculate the motif in a certain number of predefined points in real space and then to represent the obtained 
function as a linear combination of Gaussians. The set of Gaussians that was used is the same as the one used to represent 
the electronic charge density. The Gaussians used in the fit were centered on the central atom of the motif and on its neigh-
bors. While the results obtained using this approach were better than in the previous case, they were still not satisfactory. 
We do not rule out the possibility that this approach could give better results with the use of different Gaussians, however 
that would require the development of appropriate Gaussian basis set, which would be a significant additional effort for a 
potential user of the CPM method.
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Consequently, we decided to use a real space representation of the motifs. We calculate the values of the charge density 
motif using Eq. (3) and then store its values at points of a uniform real space grid of size 

(
2mg + 1

)× (
2mg + 1

)× (
2mg + 1

)
inside the cubic box of size a × a × a. In the numerical examples in Sec. 4 we use mg = 80 and a = 15 a0. The center of 
the cubic box is at atomic position. In such an approach evaluation of charge density motifs using Eq. (3) is straightforward. 
However, it is a challenge to implement Eq. (4), i.e. to obtain the Gaussian basis representation of the electronic charge 
density from real space representation of motifs. We will describe in Sec. 3.3 how we address this challenge.

To obtain the eigenvalues and wave functions, we have to solve the generalized eigenvalue problem∑
lν

(
Hkμ,lν − εi Skμ,lν

)
α

(i)
lν = 0 (10)

where Skμ,lν are the overlap matrix elements

Skμ,lν =
∫

d3r ϕkμ (r − Rk) ϕlν (r − Rl) (11)

and Hkμ,lν are the single-particle Hamiltonian matrix elements. To evaluate the elements of this matrix, we need to calculate 
the kinetic integral

H (1)

kμ,lν =
∫

d3r ϕkμ (r − Rk)

(
− h̄2

2m0
∇2

)
ϕlν (r − Rl) , (12)

the integral arising from the potential of nuclei and core electrons

H (2)

kμ,lν =
∫

d3r ϕkμ (r − Rk) V ion ϕlν (r − Rl) , (13)

the Hartree integral

H (3)

kμ,lν =
∫

d3r ϕkμ (r − Rk) V H [ρ] ϕlν (r − Rl) , (14)

and the exchange-correlation integral

H (4)

kμ,lν =
∫

d3r ϕkμ (r − Rk) V xc [ρ] ϕlν (r − Rl) . (15)

In the following, we present our implementation of evaluation of each of these integrals.

3.1. Overlap and kinetic integral

A great convenience of Gaussian functions is that many relevant integrals that occur in electronic structure calculations 
can be calculated analytically. To calculate the kinetic [Eq. (12)] and overlap [Eq. (11)] integral, we have directly used the 
analytical formulas. Their form is given in our previous publication [54]. We refer the reader interested in their derivation 
to Ref. [55].

3.2. Nuclei and core electron integral

In this work, we employ the pseudopotential (also termed effective core potential) approach in which a certain number 
of core electrons is not treated explicitly but their effect is modeled using a pseudopotential operator. The contribution to 
operator V ion in Eq. (13) from atom k is given as

V k
ion = V k

pp − Zke2

4πε0 · |r − Rk| , (16)

where Zk|e| includes the charge of nucleus and core electrons whose effect is modeled using a pseudopotential, while 
V k

pp models all other effects of core electrons beyond the standard electrostatic effect. Therefore, for evaluation of matrix 
elements given in Eq. (13), one has to evaluate the nuclear attraction integrals

Nkμ,lν =
∫

d3r ϕkμ (r − Rk)
1

|r − Rm| ϕlν (r − Rl) (17)

and the pseudopotential integrals

Pkμ,lν =
∫

d3r ϕkμ (r − Rk) V m
pp ϕlν (r − Rl) . (18)

We evaluate nuclear attraction integrals directly using analytical formulas [54,55]. To evaluate the integral with pseudopo-
tentials, we follow the approach of Ref. [56]. In the numerical examples in Sec. 4 we use the pseudopotentials given in the 
SBKJC VDZ ECP basis set [49–52].
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3.3. Hartree potential integral

Before one can evaluate the integrals that involve the electronic charge density ρ (r), it is necessary first to represent ρ (r)
in the basis of Gaussian functions. To accomplish this, we choose a set of points in real space {rα } and corresponding 
weights wα and evaluate ρ (rα) for each α using Eq. (4). To obtain the coefficients βkμ in the Gaussian basis representation

ρ f (r) =
∑
kμ

βkμϕC
kμ (r − Rk) (19)

we minimize the expression

D =
∑
α

wα

[
ρ (rα) − ρ f (rα)

]2
, (20)

with a constraint that the integral of charge density yields exactly the total valence electronic charge Q :∫
d3r ρ f (r) = Q . (21)

To perform the minimization with a previous constraint we use the method of Lagrange multipliers and minimize the 
functional

F
({βkμ}, λ) =

∑
α

wα

[
ρ (rα) − ρ f (rα)

]2 − λ

⎡
⎣∑

kμ

βkμ

∫
d3r ϕC

kμ (r − Rk) − Q

⎤
⎦ . (22)

From the conditions ∂F
∂βkμ

= 0 and ∂F
∂λ

= 0 we obtain the following system of equations with unknowns βkμ and λ:

∑
kμ

qkμβkμ = Q , (23)

∑
lν

Akμ,lνβlν − qkμλ = Bkμ, (24)

where

qkμ =
∫

d3rϕC
kμ (r − Rk) , (25)

Akμ,lν = 2
∑
α

wαϕC
kμ (rα − Rk)ϕ

C
lν (rα − Rl) , (26)

and

Bkμ = 2
∑
α

wαρ (rα)ϕC
kμ (rα − Rk) . (27)

The solution of the system of equations (23)–(24) yields the coefficients βkμ [Eq. (19)], i.e. the Gaussian basis representation 
of the charge density. We use the same set of points in real space {rα} and corresponding weights wα as the ones used for 
exchange-correlation integral calculation (see Sec. 3.4).

Next, we discuss our implementation of Hartree integral evaluation. Once the electronic charge density is represented in 
Gaussian basis, it is necessary to calculate the integrals

(ab| c) =
∫

d3r1 d3r2 ϕa (r1)ϕb (r1)
1

|r1 − r2|ϕ
C
c (r2) (28)

to obtain all matrix elements in Eq. (14). For brevity, we have introduced the notation ϕa (r) ≡ ϕkaμa

(
r − Rka

)
and similarly 

for ϕb (r) and ϕC
c (r).

The integral given in Eq. (28) is a special case of four-center Coulomb integral that occurs often in electronic structure 
calculations when one of the Gaussians is equal to a constant. This integral has an analytical solution whose form is given 
for example in [54,55]. One way to calculate all integrals given in Eq. (28) is simply to implement the analytical formula 
and use it to calculate each of the integrals. We have performed such an implementation and included it into our code.

However, due to somewhat lengthy form of the analytical expression, there are better alternatives which are based on 
the use of recurrence relations between the integrals [57]. In the four-integral case, an efficient scheme for calculation of 
all integrals was described in Ref. [58]. In what follows, we present a scheme for the three-integral case based on the ideas 
used in Ref. [58]. To this end we also introduce the notation for the integral over primitive Gaussians:



202 Z. Bodroski et al. / Journal of Computational Physics 368 (2018) 196–209

[ab| c] =
∫

d3r1 d3r2 φa (r1)φb (r1)
1

|r1 − r2|φc (r2) (29)

where we use a brief notation for unnormalized primitive Gaussian centered at A

φa (r) = (x − Ax)
ax

(
y − A y

)ay
(z − Az)

az e−α(r−A)2
(30)

and similarly for φb and φc . The evaluation of integrals is based on the exploitation of recurrence relations

[(a + 1i)b| c](m) = (Pi − Ai) [ab| c](m) + (W i − Pi) [ab| c](m+1) +
ai

2ξ

(
[(a − 1i)b| c](m) − γ

ξ + γ
[(a − 1i)b| c](m+1)

)
+

bi

2ξ

(
[a (b − 1i)| c](m) − γ

ξ + γ
[a (b − 1i)| c](m+1)

)
+

ci

2 (ξ + γ )
[ab| c − 1i]

(m+1)

(31)

and

(a (b + 1i)| c) = ((a + 1i)b| c) + (Ai − Bi) (ab| c) . (32)

The symbols in Eqs. (31)–(32) have the following meaning. [ab| c](m) is the auxiliary integral defined as

[ab| c](m) = 2√
π

∞∫
0

du

(
u2

ρ + u2

)m ∫
d3r1 d3r2 φa (r1)φb (r1) e−u2(r1−r2)2

φc (r2) , (33)

ρ = (α+β)γ
α+β+γ , ξ = α + β , P = αA+βB

α+β
, W = ξP+γ C

ξ+γ and the notation (a ± 1i) denotes the Gaussian where the exponent ai is 
increased/decreased by 1. One should also note that [ab| c](0) = [ab| c].

From recurrence relation (32) it is evident that one can reduce the evaluation of (ab| c) by repeated application of that 
relation to evaluation of integrals of the form (a0b| c) (the symbol 0b denotes that bx = by = bz = 0). To evaluate (a0b| c)
one needs to evaluate [a0b| c](0) , which can further, by repeated application of Eq. (31), be reduced to evaluation of the 
integrals of the form [0a0b| 0c](m) . The last integral is [58]

[0a0b| 0c](m) = 1√
ξ + γ

K AB KC Fm (T ) , (34)

where T = ξγ
ξ+γ (P − C)2, Fm (T ) = ∫ 1

0 t2me−T t2
dt , K AB =

√
2π5/4

α+β
e− αβ

α+β (A−B)2
, KC =

√
2π5/4

γ .
There is a wealth of other ideas in the literature that have been used to efficiently calculate the integrals given in 

Eq. (28). One method is based on the generalization of the fast multipole method for the calculation of electrostatic energy 
between point charges to continuous charge distribution [59–61]. While this method yields formally linear scaling with 
system size, its applications are limited due to high prefactor and substantial amount of bookkeeping necessary for its 
implementation [60]. Other possibilities that are further from our approach (fully based on the use of Gaussians) are to 
represent the charge density in the basis of plane waves and exploit numerically efficient Fourier transform routines to 
calculate the integrals [62] or to make use of wavelet functions [63]. These possibilities will be further investigated in our 
future development of the parallel code.

3.4. Exchange-correlation integral

Due to nonlinear dependence of exchange-correlation potential V xc on electronic charge density ρ , it is not possible to 
obtain analytical formulas for the exchange-correlation integral given in Eq. (15). We therefore perform numerical integration 
in real-space following Ref. [64], based on the ideas introduced in Ref. [65]. In brief, the space is smoothly partitioned into 
contributions from centers located on each atom. The partitioning function of Ref. [65] is used. To calculate the contribution 
of each center, numerical integration in spherical coordinates is performed. Lebedev grids [66] were used for integration over 
angular coordinates, while Chebyshev–Gauss grid transformed to the 0 < r < ∞ interval [64] was used for radial integration. 
In the numerical examples in Sec. 4 we use the Lebedev grid with 74 points and the radial grid with 40 points and use the 
LDA exchange-correlation potential.
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3.5. Truncation in the evaluation of integrals

Since Gaussian functions are well localized in space, integrals that contain products of Gaussians centered at different 
atoms that are spatially well separated are negligible. Consequently, their evaluation can be avoided. We exploit this fact to 
reduce the computational effort.

In particular, to define a systematic criterion whether a certain integral should be evaluated or not, we define the radius 
of the contracted Gaussian as the largest rg that satisfies the criterion∑

j

a j N
(
l,m,n,α j

)
rl+m+n

g e−α j r g
2 = ε. (35)

With such a choice of rg it is guaranteed that |ϕlmn (r)| < ε when r > rg , i.e. that the Gaussian will have a value smaller 
than ε outside the sphere of radius rg . Next, for each two Gaussians we check if the distance between their centers is larger 
than the sum of their radii. If this is the case, then we exclude from calculation all integrals that involve the product of 
these two Gaussians.

Such a truncation procedure reduces the number of overlap [Eq. (11)], kinetic [Eq. (12)] and exchange-correlation 
[Eq. (15)] integrals that have to be calculated from O  

(
N2

)
to O  (N). The number of nuclear attraction integrals [Eq. (17)], 

the pseudopotential integrals [Eq. (18)] and the Hartree integrals [Eq. (28)] is reduced from O  
(
N3

)
to O  

(
N2

)
. Consequently, 

by exploitation of Gaussian function locality, the overall computational effort is reduced from O  
(

N3
)

to O  
(
N2

)
. It is possi-

ble to further reduce the computational effort by exploiting the decay of Coulomb 1
|r−Ra| term, which was not yet exploited 

in our implementation.
In the numerical examples in Sec. 4 we use ε = 10−4 a0

−3/2. Such a truncation introduces eigenenergy errors less than 
0.1 mHa.

3.6. Diagonalization of the Hamiltonian

After all integrals are evaluated, one has to solve the generalized eigenvalue problem given in Eq. (10). In the current 
single-processor implementation we simply perform the diagonalization using the standard single-processor LAPACK rou-
tines [67].

A big advantage of Gaussian basis is that one can accurately represent the wave function with a relatively small number 
of Gaussians per atom. For example, the SBKJC VDZ ECP basis set that we use in the numerical example in Sec. 4 contains 
8 Gaussians per Si atom and 2 Gaussians per H atom. Consequently, even for the largest Si837H348 system that we used 
for testing the code, the dimension of the corresponding Hamiltonian matrix is 7392 × 7392. Therefore, its diagonalization 
using LAPACK takes only a small portion of total computational time.

In future development of the parallel code that will be aimed at tackling even larger systems, direct diagonalization might 
become a limiting step due to its N3 scaling with system size. In this case, the sparsity of the matrix can be exploited, or 
the diagonalization methods such as the folded spectrum method [34] and the overlapping fragments method [35], to obtain 
reduced computational time and more favorable scaling with system size.

4. Performance and validation of implemented code

The algorithm described in Sec. 3 was implemented in C programming language. Its performance was then tested on 
a computer with Core i7 5820k CPU and 64 GB DDR4 RAM. C code was compiled with the GNU C Compiler (GCC) and 
executed on the Linux operation system. The tests were performed on different physical systems such as alkane oligomers 
(Fig. 2a), thiophene oligomers [without substitution (Fig. 2b) and with substitution of hydrogen atom by fluorine (Fig. 2e) or 
chlorine (Fig. 2d)], silicon nanocrystals (Fig. 2f), furane oligomers (Fig. 2c), disordered poly(3-hexylthiophene) (P3HT) chains 
(Fig. 2h) and array of polythiophene chains (Fig. 2i). The choice of systems was made to perform the test on one-, two-
and three- dimensional systems, to consider both organic and inorganic systems, to include chemical elements from various 
groups of periodic table, as well as to include both ordered and disordered systems.

First, we compare the results obtained by DFT and CPM to confirm previous conclusions from plane-wave code that 
CPM yields the eigenvalues with accuracy comparable to the one of DFT. The comparisons were made for several dif-
ferent classes of insulating and semiconducting systems – alkane oligomers CnH2n+2 with n = 10, n = 20 and n = 40, 
thiophene oligomers C4nSnH2n+2 with n = 3, n = 4 and n = 7, array of thiophene oligomers (C4nSnH2n+2)m with (n, m) =
(3, 3); (3, 4); (4, 3); (4, 4), silicon nanocrystals Si29H36, Si35H36 and Si59H60, furane oligomers C4nOnH2n+2 with n = 3, 
n = 4, n = 5, n = 6 and n = 8, thiophene oligomers where one hydrogen atom is substituted with chlorine (C4nSnClnHn+2
with n = 3, n = 4, and n = 6) or fluorine (C4nSnFnHn+2 with n = 3, n = 4, and n = 6), boron-nitride nanoflakes B19N19H16, 
B27N27H20 and B34N34H22, and disordered P3HT with 77, 102 and 152 atoms. The list of atom types and motifs used for 
each system is presented in Table 1 in Supplementary material. For illustration, the results obtained for alkane oligomers 
(CnH2n+2) with n = 10, n = 20 and n = 40 are shown in Table 1, where the eigenenergies of ten highest occupied states are 
presented. The motifs were generated from DFT calculation of the C10H22 molecule and then used in CPM calculation for all 
system sizes. The results presented in Table 1 indicate that the difference between eigenenergies obtained by DFT and CPM 
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Fig. 2. Structural or atomic representation of physical systems used to test the code: (a) alkane oligomers; (b) thiophene oligomers; (c) furane oligomers; 
(d) chlorine substituted thiophene oligomers; (e) fluorine substituted thiophene oligomers; (f) silicon nanocrystals; (g) boron-nitride nanoflakes; (h) disor-
dered poly(3-hexylthiophene); (i) array of polythiophene chains.

Table 1
Comparison of eigenenergies (in Ha) of C10H22, C20H42 and C40H82 obtained by Gaussian 
basis implementations of CPM and DFT.

C10H22 C20H42 C40H82

CPM DFT CPM DFT CPM DFT

−0.309603 −0.309024 −0.278819 −0.278651 −0.275738 −0.276441
−0.290277 −0.289713 −0.278804 −0.278263 −0.275696 −0.276399
−0.290144 −0.289644 −0.278742 −0.277949 −0.275376 −0.275761
−0.281836 −0.281425 −0.278170 −0.277590 −0.275333 −0.275743
−0.279675 −0.279398 −0.276962 −0.276825 −0.267867 −0.268255
−0.279312 −0.278751 −0.276230 −0.275420 −0.252784 −0.253185
−0.278589 −0.277850 −0.275932 −0.275314 −0.239152 −0.239529
−0.276855 −0.276513 −0.261474 −0.260857 −0.227590 −0.227898
−0.275733 −0.275079 −0.235925 −0.235267 −0.218769 −0.218922
−0.230841 −0.229995 −0.218384 −0.217236 −0.213411 −0.213216

is typically less than 1 mHa. To verify the accuracy of CPM for a wider class of systems, for each of the investigated sys-
tems we calculate the mean square difference of eigenenergies of occupied states obtained from CPM and DFT. The results 
obtained are presented in Table 2. The results suggest that eigenenergy error is on the order of 1 mHa. Consequently, CPM 
yields the eigenenergies which can be considered to be as accurate as the ones obtained from DFT.

Next, we discuss memory limitations of our CPM implementation. We store full matrices H and S in memory. Their 
largest dimension for the systems considered in this work is 7392 × 7392 in the case of Si837H348 nanocrystal and these 
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Table 2

Mean square difference δε =
√〈

(�ε)2〉
of occupied state eigenenergies obtained using Gaussian basis CPM 

and DFT for different systems investigated in this work.

System C10H22 C20H42 C40H82 C12S3H8 C16S4H10 C28S7H16

δε (mHa) 0.58 0.58 0.64 0.58 0.36 0.55

System Si29H36 Si35H36 Si59H60 C12S3Cl3H5 C16S4Cl4H6 C24S6Cl6H8

δε (mHa) 1.8 0.50 2.1 1.0 1.4 1.8

System C12O3H8 C16O4H10 C20O5H12 C24O6H14 C32O8H18 (C12S3H8)3

δε (mHa) 1.4 1.6 2.0 1.8 2.0 0.69

System (C12S3H8)4 (C16S4H10)3 (C16S4H10)4 C12S3F3H5 C16S4F4H6 C24S6F6H8

δε (mHa) 0.74 0.89 1.3 0.65 0.82 1.5

System B19N19H16 B27N27H20 B34N34H22 d-P3HT-77 d-P3HT-102 d-P3HT-152

δε (mHa) 1.1 1.1 1.3 3.5 3.6 3.4

Fig. 3. Dependence of computational time for alkane oligomers on the number of atoms for most time-consuming parts of the code: step (c) – reading of 
motifs and calculation of Gaussian basis representation of charge density (full triangles); step (d) – calculation of Hartree potential integrals in two cases – 
using recurrence formulas (full squares) or direct analytical formulas (empty squares); step (e) – calculation of exchange-correlation integrals (diamonds); 
and total time in two different cases for step (d) (full circles and empty circles). The dashed line showing t ∼ N2 dependence is given as a guide to the eye.

matrices consume most of the memory. Nevertheless, these can safely be stored in the RAM of a single machine and we have 
not exploited the sparsity of these matrices in the present implementation. In future implementation for parallel machines, 
these matrices will have to be distributed over nodes or their sparsity could be exploited. We note that the number of three 
center Hartree integrals (ab| c) [Eq. (28)] is rather large (N2

b Nc , where Nb is the total size of the wave function basis set and 
Nc is the total size of the basis set for charge density) and these can not be stored in RAM for larger systems. Fortunately, 
in CPM, once a certain Hartree integral is calculated, it can be added to the corresponding element of the H matrix and 
there is no need to store it in memory.

Next, we analyze the scaling of the computational time with system size and the contribution of different parts of the 
code to the total time. For the latter, we consider the following main parts of the program: (a) calculation of kinetic, overlap 
and nuclear attraction integrals; (b) calculation of pseudopotential integrals; (c) reading of motifs and calculation of Gaussian 
basis representation of charge density; (d) calculation of Hartree potential integrals; (e) calculation of exchange-correlation 
integrals; (f) diagonalization of the Hamiltonian. Part (d) was implemented using two different approaches – the direct 
approach based on analytical formulas and the approach based on recurrence formulas that was described in Sec. 3.3. 
Consequently, we present the computational times in both cases. We find that three parts of the code that are most time 
consuming are parts (c), (d), (e) and we present their computational times for alkane oligomers in Fig. 3. Total time, as 
well as times for each of the parts (c), (d) and (e) scale as t ∼ N2 for larger values of N . In the case of Hartree potential 
integrals [step (d)], this scaling comes from the fact that the number of integrals that has to be calculated scales as O (N2). 
In parts (c) and (e) it comes from the fact that one needs to calculate electronic charge density and Gaussians in each 
point of real space grid. Fig. 3 shows that the computational time is dominated by step (d). For this reason, we have made 
a significant effort to optimize the execution of this step as much as possible, as described in Sec. 3.3. In Fig. 3 we also 
present the time for step (d) and the total time when Hartree integrals are evaluated directly using analytical formulas. 
These results suggest that a significant decrease of computational time was obtained by employing the recurrence formulas.

In Fig. 4 we present the scaling of computational time with system size for systems of different dimensionality: one-
dimensional alkane oligomers, two-dimensional array of thiophene oligomers and three-dimensional silicon nanocrystals. 
The results demonstrate that it is more demanding to perform the calculations for systems of higher dimensionality. Such 
a dependence originates from the fact that in higher dimensional systems each atom has more neighbors and therefore 
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Fig. 4. Dependence of computational time of the CPM code on the number of atoms for alkane oligomers, two-dimensional array of polythiophene chains 
and three-dimensional silicon nanocrystals. The dashed line showing t ∼ N2 dependence is given as a guide to the eye.

Fig. 5. Comparison of the dependence of computational time on the number of atoms of alkane oligomers for Gaussian basis and plane wave basis DFT and 
CPM codes. The dashed line showing t ∼ N2 dependence is given as a guide to the eye.

the number of integrals that need to be calculated and include basis functions of that atom is larger. Nevertheless, the 
systems with as much as thousand atoms can be calculated in the time on the order of hours on a single processor ma-
chine. We note that the computational time scales as ∼ N2 in the case of one- and two-dimensional systems. In the case of 
three-dimensional silicon nanocrystals the scaling is somewhat worse in the range of sizes investigated here. Such a scaling 
originates from the fact that for these small sizes the number of integrals that has to be calculated does not yet reach the 
large N limit of ∼ N2.

In Fig. 5 we compare the computational time of the developed Gaussian basis CPM code with previous plane wave 
based implementation for the case of alkane oligomers. In the plane wave based code the most time consuming part 
is the diagonalization of the Hamiltonian, while the construction of the electronic charge density and the single-particle 
potential take only a minor part of the computational time. The times reported in Fig. 5 were obtained by performing 
the diagonalization using the conjugate gradient algorithm, as implemented in the ESCAN [34] code. On the other hand, 
in Gaussian basis code the most time-consuming part is the construction of the Hamiltonian (in particular the Hartree 
potential contribution, as already discussed), while its diagonalization takes only a negligible part of computational time 
due to small size of the Gaussian basis set. Small size of the Gaussian basis set is the main origin of superior performance 
of Gaussian basis code that enables calculation of alkane systems with as much as 1500 atoms using a single CPU core in 
just several hours, as can be seen in Fig. 5. We also note that our results for computational times are in-line with previously 
known facts that the construction of the Hamiltonian, i.e. the calculation of Gaussian integrals is the rate-limiting step in 
electronic structure calculations in Gaussian basis [58,61,59,62], while diagonalization of the Hamiltonian using conjugate 
gradient techniques is the rate-limiting step in plane-wave based calculations [3]. Furthermore, since we have established in 
this work that Gaussian basis CPM results agree well with Gaussian basis DFT results and it has been previously established 
[32] that plane wave based DFT and CPM results agree well, it is expected that the difference between Gaussian basis 
CPM and plane wave basis CPM will originate mainly from different basis sets and that it will be relatively small. This is 
confirmed by the results for the eigenenergy difference obtained by these two approaches that is presented in Table 2 of 
Supplementary material. This is typical difference obtained due to difference between Gaussian and plane wave basis sets 
and due to slight difference in pseudopotentials used in the two cases.
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In Fig. 5 we also present the comparison of DFT and CPM computational time both for Gaussian basis and plane wave 
codes in the case of alkane oligomers. The PETOT [7] plane wave DFT code and our implementation of Gaussian basis DFT 
were used in the computation. The main advantage of CPM over full DFT calculation is that one avoids the iterations needed 
to reach a self-consistent solution of Eqs. (1) and (2). Therefore, one can roughly expect that the time for the DFT code will 
be number of iterations times larger than the time for CPM code. This is not entirely the case for Gaussian basis code 
where one can avoid the repetition of some calculations that are common for each DFT iteration. For example, calculation 
of Hartree integrals which is the most time consuming step does not have to be repeated in every DFT iteration because the 
same integrals are calculated. On the other hand, calculation of exchange-correlation integrals has to be repeated because 
the electronic charge density is different in different iterations. In addition, DFT code also contains implementation of Eq. (2)
which takes a significant portion of time in Gaussian basis. As a consequence of all these considerations, we find that our 
Gaussian basis CPM code is at least five times faster than our DFT code, see Fig. 5, while the number of DFT iterations was 
between 20 and 35 for these systems. For larger systems (between 100 and 200 atoms) the ratio of computational times 
becomes even bigger, mainly due to time needed for evaluation of Eq. (2). Moreover, we note that it is not possible to store 
all Hartree integrals for very large systems due to memory limitations and in this case one needs to recalculate these in 
each DFT iteration. Therefore, for such systems Gaussian basis CPM would indeed become at least number of iteration times 
faster than Gaussian basis DFT. In Figs. 2 and 3 in Supplementary material we present the comparison of the performance 
of DFT and CPM Gaussian basis and plane wave codes for arrays of polythiophene chains and for silicon nanocrystals which 
can respectively be considered as representatives of two-dimensional and three-dimensional systems. We find that general 
conclusions regarding the comparison of the performance of the codes remain the same in these cases as well.

5. Conclusion

In conclusion, we presented the Gaussian basis implementation of the charge patching method for electronic structure 
calculations. We put focus on the steps that are not present in Gaussian basis implementations of DFT. In particular, we 
found that the most convenient way to store the charge density motifs is to use a uniform real space grid. Consequently, 
we developed the method to obtain the Gaussian basis representation of the electronic charge density from motifs repre-
sented in real space. We also present the recurrence scheme for evaluation of Hartree three-center integrals based on the 
modification of previous schemes with four-center integrals. With such a scheme, a significantly better performance of the 
code is obtained than in the case when integrals are calculated directly using analytical formulas. Performance tests of serial 
version of the code indicate that systems with several hundreds of atoms can be calculated in less than an hour and we 
achieved to calculate the system with as much as 1500 atoms on a single processor with computational time of several 
hours.

Further work on the code will be focused on development of its parallel version. The ability to treat systems with more 
than one thousand atoms using a serial version on a single CPU core implies that parallelization should enable calculations 
of systems with tens of thousands atoms on modest size computing clusters with several hundreds of CPU cores.
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[32] N. Vukmirović, L.-W. Wang, Charge patching method for electronic structure of organic systems, J. Chem. Phys. 128 (2008) 121102.
[33] C. Huang, Patching the exchange-correlation potential in density functional theory, J. Chem. Theory Comput. 12 (2016) 2224.
[34] A. Canning, L.W. Wang, A. Williamson, A. Zunger, Parallel empirical pseudopotential electronic structure calculations for million atom systems, J. Com-

put. Phys. 160 (2000) 29.
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[54] Ž. Bodroški, N. Vukmirović, S. Škrbić, Towards the High Performance Method for Large-Scale Electronic Structure Calculations, Springer International 

Publishing, 2016, p. 90.
[55] T. Petersson, B. Hellsing, A detailed derivation of gaussian orbital-based matrix elements in electron structure calculations, Eur. J. Phys. 31 (2010) 37.
[56] L.E. McMurchie, E.R. Davidson, Calculation of integrals over ab initio pseudopotentials, J. Comput. Phys. 44 (1981) 289.
[57] P.M.W. Gill, Molecular integrals over Gaussian basis functions, Adv. Quantum Chem. 25 (1994) 141.
[58] M. Head-Gordon, J.A. Pople, A method for two-electron Gaussian integral and integral derivative evaluation using recurrence relations, J. Chem. Phys. 

89 (1988) 5777.
[59] C.A. White, B.G. Johnson, P.M. Gill, M. Head-Gordon, The continuous fast multipole method, Chem. Phys. Lett. 230 (1994) 8.
[60] E. Rudberg, P. Salek, Efficient implementation of the fast multipole method, J. Chem. Phys. 125 (2006) 084106.
[61] E.A. Toivanen, S.A. Losilla, D. Sundholm, The grid-based fast multipole method – a massively parallel numerical scheme for calculating two-electron 

interaction energies, Phys. Chem. Chem. Phys. 17 (2015) 31480.
[62] L. Füsti-Molnár, P. Pulay, The Fourier transform Coulomb method: efficient and accurate calculation of the Coulomb operator in a Gaussian basis, 

J. Chem. Phys. 117 (2002) 7827.
[63] L. Genovese, A. Neelov, S. Goedecker, T. Deutsch, S.A. Ghasemi, A. Willand, D. Caliste, O. Zilberberg, M. Rayson, A. Bergman, R. Schneider, Daubechies 

wavelets as a basis set for density functional pseudopotential calculations, J. Chem. Phys. 129 (2008) 014109.
[64] O. Treutler, R. Ahlrichs, Efficient molecular numerical integration schemes, J. Chem. Phys. 102 (1995) 346.
[65] A.D. Becke, A multicenter numerical integration scheme for polyatomic molecules, J. Chem. Phys. 88 (1988) 2547.
[66] V. Lebedev, Values of the nodes and weights of ninth to seventeenth order Gauss–Markov quadrature formulae invariant under the octahedron group 

with inversion, USSR Comput. Math. Math. Phys. 15 (1975) 44.
[67] LAPACK, http://www.netlib .org /lapack, last accessed 4 April 2018.

http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A637038312D36303236s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A637038312D36303236s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63696D34372D31303435s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63696D34372D31303435s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A636331372D31353731s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib636A6337302D353630s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib636A6337302D353630s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib426F64726F736B6932303136s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib426F64726F736B6932303136s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib706574657273736F6E3A676175737369616Es1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A637034342D323839s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib67696C6C31393934s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib48475031393838s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib48475031393838s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib63706C3233302D38s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63703132352D303834313036s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib7063637031372D3331343830s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib7063637031372D3331343830s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63703131372D37383237s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63703131372D37383237s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63703132392D303134313039s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63703132392D303134313039s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A63703130322D333436s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib6A637038382D32353437s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib636D6D7031352D3434s1
http://refhub.elsevier.com/S0021-9991(18)30257-2/bib636D6D7031352D3434s1
http://www.netlib.org/lapack


Supplementary Material: Gaussian Basis Implementation of the Charge

Patching Method

Zarko Bodroskia, Nenad Vukmirovićb,∗∗, Srdjan Skrbica,∗
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system atom types motifs system for motif
generation

alkane C2, C3, H C3 − C2HHH, C2 − C3C2HH, C2 − C2C2HH, C10H22

oligomers H − C3 − C2HH, H − C2 − C3C2H, H − C2 − C2C2H

silicon Si, H Si− SiSiSiSi, Si− SiSiSiH, Si− SiSiHH, Si29H36

nanocrystals H − Si− SiSiSi, H − Si− SiSiH

boron B1, B2, H B1 −N1N1N1, B1 −N2N1N1, B1 −N2N2N1, B19N19H16

nitride N1, N2 B2 −N1N1H, B2 −N2N1H, B2 −N2N2H,
nanoflakes H −B2 −N1N1, H −B2 −N2N1, H −B2 −N2N2,

H −N2 −B1B1, H −N2 −B2B1, H −N2 −B2B2,
N1 −B1B1B1, N1 −B2B1B1, N1 −B2B2B1,
N2 −B1B1H, N2 −B2B1H, N2 −B2B2H

thiophene C2, C3, C4, C2 − C3C2H, C3 − C3C2S, C2 − C4C2H, C12S3H8

oligomers H, S C4 − C2SH, S − C3C3, S − C4C3,
H − C2 − C3C2, H − C2 − C4C2,
H − C4 − C2S

furane C2, C3, C4, C2 − C3C2H, C3 − C3C2O, C2 − C4C2H, C12O3H8

oligomers H, O C4 − C2OH, O − C3C3, O − C4C3,
H − C2 − C3C2, H − C2 − C4C2,
H − C4 − C2S

halide C2, C3, C4, C2 − C3C2H, C3 − C3C2S, C2 − C4C2X, C12S3X3H5

substituted H, S, X C4 − C2SH, S − C3C3, S − C4C3,
thiophenes H − C2 − C3C2, X − C2 − C4C2, X − C2 − C3C2,
(X=Cl or F) H − C4 − C2S, C2 − C3C2X

disordered C2, C3, C4, C5 − C6C4C2, C2 − C5C3H, C3 − C3C2S, 77-atom
P3HT C5, C6, C7, C4 − C5SH, C3 − C5C3S, C5 − C6C3C2, disordered P3HT

H, S C4 − C2SH, C2 − C5C4H, S − C3C3,
S − C4C3, C6 − C6C5HH, C6 − C6C6HH,
C7 − C6HHH, C6 − C7C6HH,
H − C2 − C5C3, H − C4 − C5S,
H − C2 − C5C4, H − C4 − C2S,
H − C6 − C6C5H, H − C6 − C6C6H,
H − C7 − C6HH, H − C6 − C7C6H

Table 1: The list of atom types and motifs used for charge patching. A certain type is assigned to an atom in a way indicated
in Fig. 1.
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system C10H22 C20H42 C40H82

δε (mHa) 1.6 1.7 1.7

system Si29H36 Si59H60 Si87H76

δε (mHa) 3.4 3.1 3.3

system C12S3H8 (C12S3H8)3 (C16S4H10)4
δε (mHa) 2.1 2.1 2.0

Table 2: Mean square difference δε =

√

〈

(∆ε)2
〉

of occupied state eigenenergies obtained using Gaussian basis CPM code and

plane wave basis CPM code.
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Figure 1: Atomic type classification in the case of: (a) alkanes oligomers; (b) thiophene oligomers; (c) furane oligomers; (d)
boron-nitride nanoflakes; (e) P3HT; (f) halide-substituted thiophene oligomers.
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Figure 2: Comparison of the dependence of computational time on the number of atoms in the case of a two-dimensional array
of polythiophene chains for Gaussian basis and plane wave basis DFT and CPM codes. The dashed line showing t ∼ N2

dependence is given as a guide to the eye.
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Figure 3: Comparison of the dependence of computational time on the number of atoms in silicon nanocrystals for Gaussian
basis and plane wave basis DFT and CPM codes. The dashed line showing t ∼ N2 dependence is given as a guide to the eye.
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