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M. Čubrović1,2, O.I. Obolensky1,a, and A.V. Solov’yov1,b

1 Frankfurt Institute for Advanced Studies, Ruth-Moufang-Str. 1, 60438 Frankfurt am Main, Germany
2 Institute of Physics, P.O. Box 57, 11001 Belgrade, Serbia

Received 14 March 2008 / Received in final form 15 September 2008 / Published online 15 October 2008
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Abstract. We present a new statistical model of unfolded proteins in which the stiffness of polypeptide
backbone is taken into account. We construct and solve a mean field equation which has the form of a diffu-
sion equation and derive the distribution function for conformations of unfolded polypeptides. Accounting
for the stiffness of the protein backbone results in a more accurate description of general properties of a
polypeptide chain, such as its gyration radius. We then use the distribution function of a semistiff protein
within a previously developed theoretical framework [J. Biomol. NMR 39, 1 (2007)] to determine the nu-
clear magnetic resonance (NMR) residual dipolar couplings (RDCs) in unfolded proteins. The calculated
RDC profiles (dependence of the RDC value on the residue number) exhibit a more prominent bell-like
shape and a better agreement with experimental data as compared to the previous results obtained with
the random flights chain model.

PACS. 87.10.-e General theory and mathematical aspects – 82.56.Pp NMR of biomolecules – 82.56.Dj
High resolution NMR

1 Introduction and motivation

High-resolution, liquid-state nuclear magnetic resonance
(NMR) spectroscopy has proven to be an invaluable tool in
investigation of the structure and dynamics of biomacro-
molecules, including folded and, recently, unfolded pro-
teins. One of the NMR observables from which one can
infer structural and dynamical information is the so-called
residual dipolar couplings (RDCs) [1]. These couplings are
direct dipole-dipole interactions between the spins of two
nuclei, e.g., 15N and a 1H nuclei, detected in NMR experi-
ments by a shift in the resonant frequency of nuclear spin
flip transitions. They can be measured independently for
each amino acid residue in a polypeptide chain.

Analysis of RDC profiles (dependence of the RDC
value on the residue number) has been shown to be very in-
formative in structure validation and refinement of folded
proteins [1]. However, for unfolded proteins reliable in-
terpretation of RDC measurements remains elusive even
though a significant amount of experimental data has
been accumulated (see [2] for a survey). Theoretically,
one can predict the RDC profiles by performing numeri-
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cal sampling of the conformational space of the unfolded
polypeptide. For example, in [3,4] ensembles of unfolded
conformations were constructed from amino acid-specific
distributions of Ramachandran angles φ/ψ taken from the
loop regions of high-resolution X-ray structures in the pro-
tein data base. This method allows one to predict the RDC
profiles with a reasonable accuracy, but it lacks the ability
to explain on a basic level the obtained results, serving,
therefore, as a black box with a limited use for interpre-
tation of experimental data.

In [2] it was shown that the basic trends in RDC pro-
files and the underlying physical and mathematical princi-
ples leading to these trends can be revealed by statistical
analysis not based on numerical sampling of conforma-
tional space (see also similar, although less mathemati-
cally rigorous, work [5]). Two general features of RDC
profiles were predicted for unfolded polypeptide chains.
The first one is that shorter chains have larger (in ab-
solute value) RDCs under same experimental conditions.
The second feature predicted in [2,5] is that the RDCs
are larger for the amino acid residues in the middle of the
chain, leading to the bell-like shape of RDC profiles. De-
spite the simplicity of the model (random flights chain)
used in [2,5] to mimic the unfolded polypeptides, both
these trends seem to be present in the experiments carried
out under conditions prohibiting formation of native-like
structures [2].
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Our goal in this paper is to improve the quality of the
model which is used for simulating the unfolded polypep-
tide chain. We formulate here a new statistical model
of unfolded proteins in which the stiffness of polypep-
tide backbone is taken into account. We demonstrate that
accounting for the stiffness of the protein backbone results
in a more accurate description of general properties of a
polypeptide chain, such as its gyration radius.

Stiff polymer model is a well-known concept in poly-
mer physics, much used since the pioneering paper of Sato
et al. [6]. The idea is to introduce an energy cost for bend-
ing of the polymer, thus favoring the extended conforma-
tions. The most versatile formalism for doing so is the
so-called wormlike chain model, in which the bending en-
ergy density is proportional to the square of the curva-
ture of the polymer contour. It has been developed to its
full strength only recently [7], with the introduction of
new theoretical tools to account for various generaliza-
tions and boundary conditions. The starting point in the
papers cited above is the mean-field description which has
the form of a diffusion equation in tangent space. However,
this approximation becomes less and less satisfactory for
polymers with low stiffness [8]. We show in this paper (fol-
lowed by a more technical discussion in [9]) that a better
continuum limit for the case of low stiffness is obtained in
the real space, which turns out to have, again, the form
of the diffusion equation. Also, the question of how the
wormlike chain model arises from discrete stiff chains has,
to the best of our knowledge, not been addressed so far. In
the following section we will start from a discrete model
and pass to a continuum limit, which will turn out to
be exactly the low-stiffness (the usual term in polymer
physics is semiflexible or semistiff) limit of the wormlike
chain model.

The developed semistiff polymer model is applied to
the calculation of RDCs within the theoretical framework
of [2]. The calculated RDC profiles exhibit a more promi-
nent bell-like shape and a better agreement with experi-
mental data as compared to the previous results obtained
with the random flights chain model.

In the concluding section, we will also discuss possible
further steps in interpreting the RDC measurements, as
well as the importance of our results from a more general
perspective.

2 Theory

2.1 Introduction to the problem

We first give a general and informal consideration of the
problem, before describing in more detail the interaction
potential in our system and the procedure to calculate
the necessary quantities. The ultimate goal is finding the
relation between the dipolar couplings and the physical
parameters of the unfolded polypeptide, and extracting
the information on the shape and other properties of the
polypeptide from the RDC measurements. Unfolded poly-
peptides are in many aspects similar to simple linear poly-
mers, having no well-defined secondary structure.

Fig. 1. Schematic picture of a polymer chain in a restricting
medium modelled with a set of parallel barriers. The barrier-
to-barrier distance is L. External magnetic field vector is B0ez.
The vectors r and r0 are the position vectors of points in the
chain, defined in the fourth section. Inset: structure of a single
monomer unit. The angles αNH and Θ are defined for each
segment. The residues (side chains) are denoted by Rj and
Rj+1, while the radius vector of the jth segment is δrj .

For clarity we will pose the problem for a discrete
chain first, although the calculations will be performed in
the continuum limit. The quantity to be calculated is the
dipole-dipole coupling between two nuclei. We will deal
with the 15N–1H couplings in this paper. The energy (ac-
tually, the frequency) of the coupling is given by [2]:

DNH =
μ0�γNγH

4π2r3NH

P2(αNH)〈P2(cosΘ)〉, (1)

where μ0 is the magnetic permeability constant, γN and γH

are gyromagnetic ratios for the nitrogen and the hydrogen
nucleus and rNH is the internuclear distance (assumed to
be fixed). The function P2 stands for the Legendre poly-
nomial of the second order. The angles αNH and Θ char-
acterize the orientation of a chain segment with respect
to the external field. These are in turn determined by the
conformation of the chain, therefore connecting the mea-
sured couplings to the structure of the polypeptide. The
average (denoted by angular brackets) is to be carried out
over all possible conformations of the chain, i.e. over the
state space of the chain.

The meaning of the angles αNH and Θ is best seen
from Figure 1. The former is the angle between the vector
rNH, i.e. the internuclear vector, and the axis of the jth
segment, denoted in Figure 1 by δrj . On the other hand,
Θ stands for the angle between δrj and the z-axis, which
is the direction of the external magnetic field.



M. Čubrović et al.: Semistiff polymer model of unfolded proteins and NMR residual dipolar couplings 43

The origin of non-zero RDCs lies in the restricting
medium (bicelles or polyacrylamide gels, usually) in which
the denaturated protein is solvated in experiments. Actual
shape and geometry of the confining barriers may vary
but the overall effect will be similar and will result in an
effective confinement of the polymer. In the simplest ap-
proximation, one may regard the restricting barriers to be
parallel to each other, at some distance L, as given in the
Figure 1. The influence of the confinement is crucial even
if the distance L is large compared to the length of the
polypeptide (as is the case for typical experimental condi-
tions). Confinement only induces a mild “deformation” of
the average shape of the polypeptide coil. It is this defor-
mation, however, which gives rise to non-zero expectation
value of the term P2(cosΘ). The calculation of this value
will be in focus of the rest of the paper.

2.2 Stiffness of polypeptide chain

The discrete chain in represented as an array of N seg-
ments, each denoted by index j = 1 . . .N . The information
on structure of the chain is contained in the distribution
function P (N, r, r0) which gives probability to find the
chain in a conformation with the end points at r0 and r.
The usual approach of polymer physics would be to write
the action (or, equivalently, path integral) for the chain
based on some empirical potential [10]. As we will, for the
most part, work in the mean-field approximation, we will
refrain from this approach and write directly the equa-
tion for the distribution function. The statistical weight of
each conformation is determined by its Boltzmann weight,
supposing that the system is sufficiently close to equilib-
rium. To specify these weights completely, one needs to
employ an empirical potential for segment-to-segment in-
teractions.

Empirical potentials for polypeptides, generally, may
include the following terms: bond extensibility, bond an-
gle stiffness, rotation about the so-called Ramachandran
dihedral angles (see, e.g., [11]) and non-bonded interac-
tions, including, possibly, Coulombic interactions, hydro-
gen bonds, excluded volume interactions, etc. We will deal
with the non-bonded interactions in a separate publica-
tion [12]; it can be shown that these do not contribute
significantly to the problem of interpreting the NMR
spectroscopic data that we are primarily concerned with
in this paper. Bond extensibility is, in general, negligible
in polypeptides and better results are usually obtained in
the framework of fixed bond lengths [13]. So, all of our
segments are assumed to have the same length a.

The stiffness is an all-present effect in polymer physics
and is usually characterized either by the persistence
length Lp [10] or in terms of the bond angle θ and its dis-
crepancies from some optimal value θ0 [14]. The connec-
tion between the two descriptions is given by Lp = akθβ;
as usual, β = (kT )−1. In our model, for typical values of
kθ and β, Lp is a few segments long. However, Lp is not
very practical for nonzero θ0. Geometrically, it is equal
to the segment length of an effective freely jointed chain

with the same macroscopic properties as the stiff chain.
This geometric analogy is lost for θ0 > 0.

For most polymers, the optimal angle is θ0 = 0; in our
case, the structure of polypeptide backbone –N–C–C–N–
results in a non zero value of θ0 [11], which is actually the
tetrahedral angle characterizing the bond geometry of the
carbon atom. The radius-vector of the jth segment relative
to the end of the previous segment will be denoted by δrj .
The bond stiffness is obviously a nearest-neighbor inter-
action, involving pairs of subsequent segments. Dihedral
angles are for unfolded polypeptides usually considered in
a purely local approximation, thus leading to no site-to-
site interaction. Therefore, the potential of our system is
of the form:

V =
N−1∑

j=1

Vθ(θj) +
N∑

j=1

Vφψ(φj , ψj). (2)

Still, even in this approximation, distribution of dihedral
angles shows nontrivial behavior if the polypeptide is not
a homopolymer, i.e. if various segments have different en-
ergy minima. One final remark is that we assume various
degrees of freedom to be decoupled; it is also a common
approximation, and a necessary one for the problem to be
tractable.

The Ramachandran part of the potential, Vφψ, can-
not be treated in the mean-field approximation for the
reason mentioned in the previous paragraph: the energy
landscape is strongly site-specific and therefore evades a
description in the framework of mean-field theory. On the
other hand, the decoupling of the degrees of freedom sug-
gests that the effects of stiffness can be considered inde-
pendently. In this paper, we will explore exactly the in-
fluence of stiffness, leaving the theory for Ramachandran
angles for further work.

Hence, we are only interested for the potential Vθ. An
often-employed potential in both analytical and numeri-
cal work, with slight differences from author to author,
described in [14], is the following one:

Vθ(θj) = −kθ cos(θ − θ0) +O
(
(θ − θ0)

3
)
. (3)

The correction to the cosine term in (3) can be any func-
tion which is “small” compared to the leading term in the
cosine, i.e. containing only third and higher order terms in
the angular displacement θj−θ0. It will turn out later that
these corrections are, in our method, of secondary impor-
tance anyway, so the exact form of this correction is not
relevant. In other words, the exact form of the anharmonic
terms is not relevant; a different form would produce dif-
ferent higher-order terms for the diffusion coefficient but
these are (by definition) beyond the scope of any model
based on diffusion equation.

In the following subsection, we will give our mean-field
model for a semistiff (semiflexible) chain. For some pur-
poses the mean-field treatment can provide sufficiently ac-
curate estimates and it is also of interest for other prob-
lems, not connected to protein physics.
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2.3 Diffusion equation formalism for semistiff polymers

For the rest of this paper, we will take the continuum
limit. The index of a segment in the chain (chemical coor-
dinate s) is now a variable taking values from the interval
(0, N), where N is the total segment number. This frame-
work is, of course, only suitable for the chains which are
not too short.

The formalism we employ here is best suited for small
stiffness; typical values of kθ in (3) are of the order of
10ε, with ε = 10−23 J (0.624 × 10−4 eV), which is small
compared to systems like double-stranded DNA.

One can start from the statistical weight of the jth
segment having a bond angle θj expressed in terms of its
radius-vector δrj :

p0(δrj) =
βkθ

4πa2 sinhβkθ
δ(δrj − a) exp(βkθ cos θj). (4)

The above equation is nothing but the Boltzmann weight
with appropriate normalization. Since the experiments
with unfolded proteins are usually performed at room tem-
perature, we take T = 300 K for all calculations through-
out the paper. In other words, the chain is modelled as a
random walk with one-step memory (which is implicitly
included in (4) via the bond angle depending on the pre-
vious segment). It is a variation on the persistent random
walk problem, well-known and often encountered in the-
ory of stochastic processes [15]. The usual formalism of
master equations leads to the conclusion that the contin-
uum limit of this process is a diffusion equation; we show
that in more detail in a separate publication [9].

For a three-dimensional model, diffusion coefficient be-
comes the diffusion tensor D̂ represented with a three-by-
three matrix, the component Dij being, by definition:

Dij =
1
2

∫
dδrp0(δr)δriδrj . (5)

A straightforward calculation then shows that the off-
diagonal components vanish; furthermore, the two “trans-
versal” components (perpendicular to the tangent vector
at the given point) are equal and will be denoted by D⊥;
the “longitudinal” one is denoted by D‖. They are ob-
tained to be:

D⊥ =
a2

sinhβkθ

(
coshβkθ
βkθ

− sinhβkθ
β2k2

θ

)
(6)

D‖ =
a2 cos2 θ0
sinhβkθ

(
sinhβkθ
β2k2

θ

+
sinhβkθ

2
− coshβkθ

βkθ

)
.

(7)
The above result was derived by rotating the diffusion ten-
sor in the local tangent coordinate system. The higher or-
der terms can be included to modify the cosine potential,
by means of perturbative corrections (so-called higher-
order correlation terms) to the diffusion coefficient. The
full formalism for computation of these corrections can be
found in [16]. For example, the harmonic potential for the

bond angle, also often employed [14] in various models,
can be modelled in this way. Let us right away define also
the coefficient μ ≡ 2D⊥/D‖, as we will use it throughout
the paper.

The non-isotropic diffusion tensor gives rise to the fol-
lowing diffusion equation:

∂P

∂N
= D‖

∂2P

∂r2
+

2D‖
r

∂P

∂r
+

D⊥
r2

�S2P, (8)

where �S2 is the angular part of the Laplacian in spherical
coordinates, i.e., the two-dimensional Laplace-Beltrami
operator.

We first look for a fundamental solution (in terminol-
ogy of the theory of partial differential equations), i.e. for
a solution in the whole space, vanishing at the infinity
and starting at r0, leading to the initial-boundary condi-
tion P (0, r, r0) = δ(r − r0)/4π. Then one can use well-
developed tools for solving diffusion equations. The eas-
iest way is to rewrite (8) as the Schrödinger equation in
imaginary time for a particle in a spherical potential given
by U(r) = 
 (
+ 1) (μ/2 − 1) /r2. It is easy to see that
U(r) defined in this way is a well only for μ < 2, i.e. for
D⊥ < D‖, otherwise, it is repulsive. The physical inter-
pretation of this fact is that the diffusion with large D⊥
corresponds to the states with high angular momenta (no-
tice the position of D⊥ in (8)). But since arbitrarily high
angular momenta are only possible for unbounded states,
this means the the imaginary time description of the dif-
fusion corresponds to a particle in a repulsive potential.
Conversely, when D‖ dominates over D⊥, the primary con-
tribution to the energy comes from the radial part of the
Laplace operator; hence, angular momentum cannot be
arbitrarily high, which is consistent with a bounded state
in a potential well.

However, one can use the same eigenbasis for both of
the above cases; only the coefficients of the expansion will
be different. The eigenfunctions of the radial part of the
equation read as:

u1(
, E , r) =
C1(
, E)√

r
Jκ

(
−

√
E
D‖

r

)
(9)

u2(
, E , r) =
C2(
, E)√

r
Yκ

(
−

√
E
D‖

r

)
, (10)

with κ = [1/4 + μ
(
+ 1)/2]1/2, and correspond to the
states of definite energy E and angular momentum 

of the particle. The Bessel functions of the first (sec-
ond) kind are denoted by Jα and Yα. Right away we
see that C2 = 0 for all E and 
, as the Bessel func-
tions of the second kind diverge at short distances.
Hence, only the (9) states contribute to the solution.
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Fig. 3. Dependence of the scaling exponent ν for the
gyration radius on θ0. We have set kθ = 20ε. The
dashed lines denote the interval of the gyration radii
measured experimentally in unfolded polypeptides (about
0.6). The exponent ν is defined through the scaling rela-
tion 〈R2

g〉 ∝ N2ν .

The solution that satisfies our boundary conditions is then
obtained by standard methods and reads as:

P�(N, r, r0) = Cn(κ,N)
(
r

r0

)2κ+1/2 1
D‖N

× exp
(
−r

2 + r20
4D‖N

)
Iκ

( |r · r0|
2D‖N

)
,

(11)

where I stands for the modified Bessel function of the first
kind. The normalization constant Cn(N) is equal to:

Cn(κ,N) = 3π22+κκ(D‖N)1+κ/2Γ (1 + κ)Γ (3κ/2)

×1 F1

(
1 + 3κ/2, 1 + κ,

r20
4D‖N

)
, (12)

with 1F1(a, b, x) denoting the confluent hypergeomet-
ric function of its arguments (see [17] for a def-
inition). We obtain the above result by expanding
(11) into power series, integrating and resuming. De-
pendence of the normalization constant on N and
κ is explicitly written, as this dependence will play a role

in later sections. The large-N asymptotic form of Cn(κ,N)
reads as:

Cn(κ,N) ≈ 3π22+κκ(D‖N)1+κ/2

× Γ

(
3κ
2

) (
1 +

3κ+ 2
2κ+ 2

r20
4D‖N

)
. (13)

We will need this asymptotic form later on. Notice that the
normalization constant is dependent on N , as one would
expect. The solution explicitly depends on 
. It is actually
the sum of all partial waves (characterized by the value
of 
) that provide a solution of finite norm (i.e. no scatter-
ing to infinity, which would correspond to the “blowup”
of the chain) and finite localization radius (i.e. no “falling
to the center”, which would correspond to the collapse of
the chain).

To understand better the general properties of the
model, it is helpful to analyze the behavior of the so-
lution (11) depending on the parameters kθ and θ0. We
will first discuss the radial distribution function P (N, r),
defined as

∫ ∫
dφ dθ sin θr2P (N, r, r0). The results for se-

lected values are given in Figure 2. It is seen that in the
whole physically sensible range of parameters, the stiffness
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kθ, once it moves away from zero, only mildly flattens the
distribution function. On the other hand, the bending an-
gle does influence it significantly. An informal explanation
is that letting kθ grow, provided it is neither too close to
zero nor too large, results in less bending of the chain but
(as kθ is not very large) the chain still does bend rela-
tively often and still has the shape of a slightly flattened
sphere; therefore, various parts of the chain still propa-
gate in almost uncorrelated directions and it is not very
important how long (on average) they are. On the other
hand, large preferential angle θ0 brings a systematic effect,
which accumulates and substantially changes the shape of
the chain.

It is also instructive to look at the behavior of the gyra-
tion radius (expectation value of the squared distance from
the center of mass of the polymer), given in Figure 3. As
one could expect, it grows significantly with θ approach-
ing zero, as in that case, the most extended configura-
tions are preferred. This case agrees with the equations
for the gyration radius cited in [10]. On the other hand,
for values of θ0 close to π, the chain, on a macroscopic
scale, behaves almost as a Gaussian freely jointed chain,
hence ν approaches its Gaussian value 0.5. The gyration
radius for the continuum limit in the case of non-zero θ0
has, to the best of our knowledge, not been addressed so
far. The plot in Figure 3 shows the range of the prefer-
ential bond angle values that correspond to the experi-
mental result, ν ≈ 0.6 [3]. This range roughly corresponds
to the value of θ0 suggested by the geometry of bonds in
polypeptides: θ0 ≈ 1.8 radians [14]; in our calculations, we
use θ0 = 1.83 radians. Hence, our model is able to repro-
duce the observed scaling exponent of the gyration radii
and allows us to conclude that the proximity of its value
to the scaling exponent νsaw of the self-avoiding random
walk (νsaw ≈ 0.59) is pure coincidence. The distribution
of bond angles (which are dominant degrees of freedom in
terms of typical energies and time scales) alone accounts
for the gyration radius scaling, whereas the self-avoidance
(together with other non-bonded interactions) only pro-
duces small corrections (for more details see [12]).

3 The calculation of RDC values

3.1 Basic considerations

Having described our model of unfolded polypeptides, we
now turn to the calculation of RDC values. The general
theory is given in [2] and the basic idea is also mentioned
in the introduction section of this paper. Here we discuss
the more formal aspects of the procedure and state the
results.

We will consider the simplest model, in which the re-
stricting medium is modelled as a set of parallel planar
absorbing barriers at the distance L from each other, as
shown in Figure 1 [2]. This effectively means that all the
paths which intersect the barrier are removed from con-
sideration. The exact solution with these boundary condi-
tions is difficult to find; therefore, we resort to the method

of images, common in problems such as diffusion and elec-
trostatics [19]. Staying at the first order approximation,
the solution reads as [2]:

f(N, r, r0) = P (N, r, r0) − P (N, r′, r0) − P (N, r′′, r0),
(14)

with r′ and r′′ being the points symmetric to r with re-
spect to the barriers, and f(N, r, r0) denoting the proba-
bility density function for the appropriate boundary con-
ditions (whereas P stands for the fundamental solution in
the whole space).

As can be seen from the defining expression, the RDC
of the jth segment is determined by the value of the an-
gle Θ of the Cαj − Cαj+1 segment with respect to the di-
rection of the magnetic field. Therefore, we wish to find
the distribution function for this angle, denoted f(Θ). As
elucidated in more detail in [2], f(Θ) equals the joint cu-
mulative distribution for a chain of length j starting at
rj − δrj/2 and reaching some position r01, and a chain of
length N − j starting at rj + δrj/2 and ending at some
position r02. Cumulative distribution, by definition, enu-
merates the states with prescribed position of one end of
the chain (r ± δrj/2), independently of the coordinate of
the other end (r01 or r02). Therefore, for C(N, r) we have,
in general:

C(N, r) =
∫
dr0f(N, r, r0). (15)

At this point, one should notice that the dependence of
the cumulative distributions on x and y vanishes due to
symmetry. We may therefore denote them by C(N, z). In-
tegrating over the initial positions of the chains, r01 and
r02, we arrive at the following equation for f(Θ):

f(Θ) ∝
∫ L/2

−L/2
dz C

(
j, z − a cosΘ

2

)

× C

(
N − j, z +

a cosΘ
2

)
, (16)

where the proportionality constant is easy to determine
from the previous equations, keeping track of all constant
factors from the beginning. We have exploited the fact
that the segment lengths are all equal (|δrj | = a), as well
as the definition of the angle Θ.

3.2 Angular averaging: elementary method

The final step is performing the necessary integrations,
i.e., calculating the average over f(Θ). Conceptually the
simplest way of doing this is expanding (16) in a power
series and integrating it term by term. This is the most
feasible way for obtaining quick, low-accuracy estimates.
We first sketch this method.

One starts by expanding the cumulative distribution
functions in powers of a cosΘ. The odd terms obviously
vanish. The even terms are then integrated by parts bear-
ing in mind the fact that the distribution f(N, r, r0) van-
ishes at the boundaries due to confinement. The averaging
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in equation (1) is then readily performed. The result up
to the fourth order in a has the form:

DNH = KP2(αNH)×
[
B − 3

8
Cn(κ,N1)Cn(κ,N −N1 − 1)

Cn(κ,N)
a2

− 1
384

Cn(κ− 1, N1)Cn(κ− 1, N)
Cn(κ,N)

a2

+
1
64
Cn(κ− 1, N1)Cn(κ− 1, N −N1 − 1)

Cn(κ− 1, N)
a4

]
.

(17)

The constant K is defined in (1) and reads as:

K =
μ0�γNγH

4π2r3NH

. (18)

The constant term B in (17) is small (about two orders
of magnitude smaller than the a-dependent terms) and
we ignore it in our calculations. When calculating DNH,
we have used the asymptotic form for the normalization
constant, as given in (13). Bearing in mind the limited
accuracy of our formalism (simple toy-model potential,
mean-field approach, etc.), one may safely ignore also the
quartic term, as well as the second quadratic term (due
to its large denominator). We have found for the exam-
ples below that this approximation leads to insignificant
changes of the computed RDC curves.

3.3 Angular averaging: advanced method

A more elaborate but substantially more general scheme,
allowing in principle calculations of arbitrarily high ac-
curacy, is based upon the formalism of quantum theory
of angular momentum. We again start from (16), which is
the exact result (not approximate, like the series expansion
subsequently performed in the previous subsection). The
idea is to refrain from using the closed-form solution (11)
and use the series expansion of P (N, r, r0) over the radial
eigenfunctions (9) and spherical harmonics. The former is
more convenient and more informative for most purposes
but the latter allows us to use numerous identities of the
angular momentum theory to obtain simpler expressions
for the average of P2(cosΘ).

The starting point is the solution in the whole space:

P (N, r, r0) =
∞∑

�=0

A�R�(N, |r − r0|)P�(cos θ), (19)

where A� are the appropriate coefficients determined by
the eigenfunctions (9),R� are radial functions, obtained by
integrating the eigenfunctions over the “energy” variable
E , and θ is the azimuthal angle. Reflections in the planes
z = ±L/2, which give the image solutions, are then read-
ily obtained in the form R̂π,ez P̂ T̂±L

2 ez
P (N, r, r0), which

is easy to prove from elementary considerations. The oper-
ators denote the rotation for a given angle about the given

axis, spatial inversion and spatial translation for a given
vector, in that order. The rotation for π about the z-axis
and the spatial inversion act upon the angular part sim-
ply by multiplying it with (−1)l. Only the translation has
a nontrivial action. A lengthy calculation, making use of
the Wigner functions and identities with Clebsch-Gordan
coefficients as given in [20], results in:

P�(θ′, φ) =K�

∞∑

λ=0

(−1)λ+�fr(λ, 
, r)

×
�+λ∑

Λ=|�−λ|

(2
+ 1)(2λ+ 1)
2Λ+ 1

|〈Λ0|
0λ0〉|2. (20)

For the left image, where we have introduced the notation:

K� =
�∑

j=0

(
−L

2

)�−j √
2(
− j) − 1

(
+ j)!
(
− j)!

×
[

(2
)!(2j)!
(2
+ 2j)!

]1/2

, (21)

fr(λ, 
, r) =
(2rL)�

(4r2 + L2)λ+�/2
F

×
(

2λ+ 


4
,

2λ+ 
+ 2
4

; λ+
3
2
,

16r2L2

(4r2 + L2)2

)
,

(22)

and the angular brackets stand for the Clebsch-Gordan
coefficients, whereas F is the confluent hypergeometric
function, and the angle in the new coordinate system is
denoted by θ′. The other image looks the same, except
that the functions (22) now contain −L in place of L.
Finding the cumulative distribution is straightforward, in-
serting the expressions for P (N, r, r0) and its two images
in (15) and integrating. Notice that the initial position
is contained only in the radial functions R�, which can
be integrated analytically as their integrals reduce to the
familiar Bessel integrals.

The last step is multiplying the two cumulative distri-
bution functions as in (16) and integrating over z. At this
step the symmetry of the problem nullifies all the terms
containing the product of an even and an odd functions of
z, and the triangle rule for addition of angular momenta
further reduces the number of non-zero terms. We are thus
left with a finite sum which, to the second order, gives the
result for P2(cosΘ) that coincides with (17). The fourth
order term differs from the corresponding term in (17),
however, as in this approach, due to the orthogonality of
the Legendre polynomials, we capture the exact value of
the coefficient in front of the fourth (or any other desired)
order term in the expansion. In the elementary method,
the expansion is in powers of a and in number of images.
The latter expansion is an uncontrollable approximation,
since the 2nth image can contribute a term of the order
2n − 2 in a. The advanced method captures the whole
contribution of given order in a.
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At the present level of accuracy of our model, this in-
crease in accuracy is not crucial. However, the generality
of the formalism applied in this subsection might prove to
be necessary if the subtler effects as the Ramachandran ro-
tations or long-range interactions are included. Also, the
described method allows an equally straightforward calcu-
lation of the expectation value of P�(cosΘ) for any 
. This
case will appear if other observables in addition to direct
dipole-dipole couplings are measured. We therefore pro-
pose this approach for any further work on this problem.

4 Examples

The purpose of this section is to test our predictions on
experimental data and judge the accuracy and usefulness
of our theory. Therefore, we do not analyze in detail any
of the systems and contend ourselves just to compare our
curves with the experimental ones.

In all the cases that we consider, we take the stiffness
kθ equal to 20ε and preferential bond angle θ0 = 1.83
(in radians). These values have been recommended in [14]
and also according to other authors the peptide bond is
expected to be well described by these values. The inter-
planar distance is taken fixed to L = 100a, where a is
the length of a single segment. In both experiments that
we analyze [21,22], this length is cited to be about 40 nm
while the segment length is 0.38 nm. So, our value for
the interplanar distance roughly corresponds to the ex-
perimental one; exact equality is not essential since the
experimental setup is difficult to control concerning the
interplanar distance [22] and the actual distribution of in-
terplanar values is probably rather fat-tailed. In our the-
ory, the segment length does not enter the final expressions
and therefore can take any arbitrary value.

The first case we consider is the urea-denaturated apo-
myoglobin, an experiment reported in [21], and analyzed
also in the previous study by two of the authors [2]. The
result is seen in Figure 4. The same paper also reports on
measurements of acid denaturated apomyoglobin, which
cannot be well described with our model, probably be-
cause the native-like topology is still present in this case,
as the authors themselves state [21].

Another example is ubiquitin, one of the proteins
which are intrinsically disordered also in their native state.
The measurements are taken from [22].

The second case, in Figure 5, shows somewhat better
agreement with experiment than the first one (χ2 about
30 percent better). In part, this is probably due to the
difference between the two proteins. Ubiquitin is known
to be a strongly disordered protein [22] and behaves es-
sentially as a perfect statistical coil, so various local de-
viations from the mean value of RDCs tend to average
out. On the other hand, apomyoglobin probably retains
some native-like structure even in the unfolded state; this
is particularly probable for the regions formed by several
subsequent segments which are completely above or be-
low the average RDC value, that are visible in the mea-
surements given in Figure 4. These are probably regions
with strong close-neighbor interactions, that behave like
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Fig. 4. (Color online) Comparison of experimental (blue
dashed line) and theoretical (red full line) RDCs for unfolded
apomyoglobin. The prediction of the random flight theory [2]
is also shown (green dash-dotted line). General bell shape is
observed but it is obvious that local conformational properties
induce large deviations from the mean field curve, predicted
by our model.
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Fig. 5. (Color online) Comparison of experimental (blue
dashed line) and theoretical (red full line) RDCs for unfolded
ubiquitin. The random flight theory prediction [2] is also shown
(green dash-dotted line). One again sees the local variations
superimposed on the global bell-shaped curve.

partially folded secondary structures and therefore choose
one of the conformations, some of them with significantly
higher probability than the others. Finally, we point out
that both examples demonstrate that the current model
provides a more realistic description of the polypeptide
than the non-interacting random flight model.
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5 Discussion and conclusion

We have presented a theoretical method for reproducing
the spatial structure of unfolded polypeptides, in partic-
ular the NMR spectroscopic measurements of NH dipolar
couplings. Our approach requires the use of the empirical
potentials and model parameters; therefore, it is not an
ab initio approach. Nevertheless, all the parameters enter-
ing the calculation are either measured (or controlled) in
the experiment itself (temperature, interplanar distance)
or more or less standard and well-known values (optimal
bond angle, bond stiffness). Bond stiffness is the “most
empirical” of them but it also seems to vary very little in
various numerical models [14,18]. The results seem encour-
aging and reveal general properties of disordered proteins.

First, it seems that the assumption of the effective
decoupling of the degrees of freedom is justified by the
RDC curves. The global shape of the chain, which is de-
termined primarily by the statistical nature of polypep-
tide chain conformations in unfolded state and is well de-
scribed within the semistiff polymer model, gives rise to
the bell shape of the curves, also detected in experiments.
On the other hand, the specificities of the segments lead
to the local deviations of the RDC values from the smooth
bell-shaped distribution. We plan to extend our model in
further work, applying the linear response theory in order
to reproduce these local structures.

The method will be subject to a number of improve-
ments in the future. Besides applying the linear response
formalism to improve the results, we also plan to asses in
more detail the influence of long range interactions and in-
trachain contacts. Also, it is possible to use the results of
the numerical work to identify the optimal Ramachandran
angles for unfolded polypeptides. This will allow us to ac-
count for even richer secondary structure than that pro-
duced by a restricted database search, as the problem of
weighting would be eliminated, with the energy values of
different (φ, ψ) points being read off numerically obtained
potential energy surfaces.
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