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A B S T R A C T   

Megastable and extreme multistable systems comprise two major new branches of multistable systems. So far, 
they have been studied separately in various chaotic systems. Nevertheless, to the best of our knowledge, no 
chaotic system has so far been reported that possesses both types of multistability. This paper introduces the first 
three-dimensional non-autonomous chaotic system that displays megastability and extreme multistability, jointly 
called mega-extreme multistability. Our model shows extreme multistability for a variation of an initial condition 
associated with one system variable and megastability concerning another variable. The different types of 
coexisting attractors are characterized by the corresponding phase portraits and first return maps, as well as by 
constructing the appropriate bifurcation diagrams, calculating the Lyapunov spectra, the Kaplan-Yorke dimen
sion and the connecting curves, and by determining the corresponding basins of attraction. The system is 
explicitly shown to be dissipative, with the dissipation being state-dependent. We demonstrate the feasibility and 
applicability of our model by designing and simulating an appropriate analog circuit.   

1. Introduction 

The foundation stone of chaos theory was laid by Edward Lorenz in 
1963, having introduced a simplified model of atmospheric convection 
whose evolution, surprisingly at that point, turned out to sensitively 
depend on initial conditions [1]. Since then, concepts from chaos theory 
have permeated almost every branch of science and engineering, trig
gering profound changes of paradigm in physics, chemistry, climate and 
environmental sciences, optics, electronics, pharmacology, medicine, 
economy, and sociology, to name but a few [2]. Chaos theory describes 
complex nonlinear systems such as the earth's atmosphere, animal 
populations, lasers, fluid flows, pathological heartbeat and brain activity 
patterns, and geological processes [3–5], whose long-term dynamics are 
intrinsically unpredictable despite their deterministic nature [6,7]. The 
global stability of dynamics on a chaotic attractor counteracts the local 
instability in the sense that statistical (average) properties can be pre
dictable even if the detailed dynamics are not [7]. 

Another type of nonlinear systems whose dynamics critically 

depends on initial conditions are multistable systems [8–10], which 
possess multiple coexisting attractors for a given set of parameters. Ex
amples of multistable behavior have been found in various fields, from 
biology, ecology, climatology, and neuroscience to laser and semi
conductor physics, chemical reactions, and social systems [11–13]. 
Multistability emerges generically in several classes of systems, 
including weakly dissipative systems, coupled systems and systems with 
time-delayed feedback and/or interactions [8–10]. The problems of 
constructing multistable systems with desired properties and controlling 
the switching dynamics between the coexisting states have catalyzed 
intense research in theory and applications [9]. Specific methods have 
been developed to discover and generate coexisting attractors in 
dynamical systems, like amplitude control [14], offset boosting [15,16], 
and offset parameter cancellation [17]. While multistability has classi
cally been associated with the coexistence of a finite number of attrac
tors, within the last decade, it has come to light that there is indeed an 
entirely new realm of dissipative systems that feature infinitely many 
coexisting attractors [18–21]. Moreover, two distinct classes of such 
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systems have been discovered: on the one hand, systems with extreme 
multistability [22–28] possess uncountable infinitely many attractors, 
such that a continuous variation of initial conditions may induce bi
furcations [29–31]; at the other hand, megastable systems [32–34] 
exhibit countable many nested coexisting attractors, and the corre
sponding initial conditions cannot act as additional bifurcation param
eters [35–37]. 

In the present paper, we introduce the first system exhibiting mega 
and extreme multistability features. The model comprises a non- 
autonomous three-dimensional system that can present chaotic, torus, 
and periodic attractors. We show how the mega and extreme multi
stability features manifest themselves with respect to the variation of 
initial conditions corresponding to two different state variables. To the 
best of our knowledge, such a system has previously not been reported in 
the literature. 

The paper is organized as follows. Section 2 introduces our model of 
a non-autonomous chaotic system and studies its dynamical regimes by 
providing the relevant phase portraits and first return maps. Also, the 
dissipative character of system dynamics is explicitly demonstrated, and 
the connecting curves are calculated to illustrate the underlying 
attractors' structure better. Section 3 addresses the extreme multi
stability feature of the system dynamics, involving the appropriate 
bifurcation diagrams, calculation of the Lyapunov exponents spectra 
and Kaplan-Yorke dimension, and an analysis of the basins of attraction. 
The applicability of the proposed model is demonstrated by analog 
circuit simulations in Section 4. Section 5 provides a summary of our 
main results. 

2. The non-autonomous chaotic system 

The model we introduce is a three-dimensional non-autonomous 
system given by 
⎧
⎨

⎩

ẋ = y
ẏ = z + ycos(x)
ż = − by + Aωcos(ωt)

, (1)  

where Aωcos(ωt) is the forcing term with an amplitude A and frequency 
ω, while b is another control parameter. 

Having fixed the forcing and intrinsic system parameters to A = 0.8,
b = 0.1,ω = 0.7, we observe three different types of attractors of System 
(1) under variation of initial conditions, see Fig. 1. In the top row are 
shown the phase portrait projections in the Y − Z plane, whereas in the 
bottom row are provided the corresponding first return maps obtained 
by collecting the successive maxima of the Y signal. The initial condi
tions are given by 

(
x0, y0, z0

)
= (0,0, z0) whereby z0 is respectively set to 

zero, − 0.3, and 2.2 in the left, middle, and right columns of Fig. 1. It 
turns out that System (1) can exhibit three different types of dynamics by 
varying the initial condition z0. In particular, the solutions in Fig. 1(a)– 
(c) display chaotic, periodic (period 3), and torus attractors, respec
tively. The number of points in Fig. 1(e) corresponds to the period of the 
attractor in Fig. 1(b). The general pattern of the return maps in Fig. 1(d) 
and (f) are similar, although the one for the torus attractor in Fig. 1(f) 
shows a more ordered structure. The areas of phase space occupied by 
the chaotic and torus attractors are approximately the same, but the 
sequences of points in the return maps are entirely different. 

Fig. 1 demonstrates that the continuous variation of the initial con
dition z0 can indeed give rise to bifurcations, which is a signature of the 
extreme multistability of System (1). 

To show the megastability of this system, two different values of z0 
are chosen, and the megastability feature under varying y0 is demon
strated separately for each of the two given z0 values. The phase por
traits of System (1) with A = 0.8, b = 0.1,ω = 0.7 and initial conditions 
x0 = 0, y0 ∈ {0,5, 7}, z0 ∈ {0, − 0.9} are shown in Fig. 2. In Fig. 2(a) and 
(b), z0 is set to zero and − 0.9, respectively. In both panels, the blue, 
orange, and yellow attractors correspond to y0 = 0, y0 = 5, and y0 = 7, 
respectively. All coexisting attractors are chaotic in Fig. 2(a), whereas in 
Fig. 2(b), two are periodic, and the outermost one is chaotic. It should be 
noted that only three of the coexisting attractors are plotted in this 
figure, and changing y0 leads to an infinite but countable number of 
coexisting attractors, which conforms to the megastability property. On 
the other hand, variation of z0 gives rise to an infinite and uncountable 

Fig. 1. Phase portrait projections in the Y − Z plane and return maps of System (1) for fixed A = 0.8, b = 0.1,ω = 0.7 and initial conditions 
(
x0, y0, z0

)
= (0, 0, z0). By 

changing z0, three different types of behaviors are observed. (a) and (d): chaotic dynamics with z0 = 0, (b) and (e): periodic dynamics with z0 = − 0.3, and (c) and 
(f): torus-like dynamic with z0 = 2.2. The corresponding first return maps are constructed by collecting the maximum values of the Y signal. 
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number of coexisting attractors, a hallmark of extreme multistability. In 
summary, System (1) shows extreme multistability concerning the 
variation of z0, but for any arbitrary value of z0, it is megastable under 
the variation of y0. Therefore, System (1) can be called a mega-extreme 
multistable system. 

2.1. Dissipative character of system dynamics 

The energy dissipation of a dynamical system is calculated by the 
trace of the system's Jacobian matrix, which is equal to the divergence of 
the system. The Jacobian matrix and divergence of System (1) are 
calculated as 

Fig. 2. Phase portrait projections in the X − Y plane of System (1) with fixed A = 0.8, b = 0.1,ω = 0.7 and initial conditions 
(
x0, y0, z0

)
=

(
0, y0, z0

)
where 

y0 ∈ {0,5, 7}. (a) Coexisting chaotic attractors with z0 = 0 and (b) coexisting periodic and chaotic attractors for z0 = − 0.9. Blue, orange, and yellow attractors 
correspond to y0 = 0, y0 = 5, and y0 = 7, respectively. For each given value of z0, System (1) exhibits an infinite but countable number of coexisting attractors under 
the variation of y0, which confirms its megastability. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 

Fig. 3. The average divergence for System (1) with A = 0.8, b = 0.1,ω = 0.7 and initial conditions 
(
x0, y0, z0

)
= (0, 0, z0) :(a) z0 = 0 (chaotic behavior), (b) z0 = −

0.3 (periodic behavior), and (c) z0 = 2.2 (quasiperiodic dynamics). Note that all three average divergences converge to a negative value, indicating that all three 
types of dynamics are indeed system attractors. 
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J =

⎡

⎣
0 1 0

− ysin(x) cos(x) 1
0 − b 0

⎤

⎦→∇V = Tr(J) = cos(x) (2) 

Eq. (2) implies that the energy dissipation depends on the value of 
the x state variable. For such a scenario, one should calculate the 
average value of the divergence ∇V, whereby the negative, zero, and 
positive values conform to dissipative, conservative, and explosive dy
namics, respectively. The divergence is calculated for each system 
attractor separately and does not determine the overall system's 
behavior. 

The average value of divergence for System (1) with A = 0.8, b =

0.1,ω = 0.7 and initial conditions 
(
x0, y0, z0

)
= (0, 0, z0) is plotted in 

Fig. 3. The value of z0 is set to zero, − 0.3, and 2.2 in panels (a)–(c). The 
runtimes in each simulation are adapted to ensure the convergence of 
the average dissipation. Note that Fig. 3 corroborates that for each of the 
three previously discussed examples of system dynamics, one finds a 
negative average divergence, implying the existence of genuine 
attractors. 

2.2. Connecting curves 

While the equilibrium points of a dynamical system can help deter
mine the position of attractors locally, the connecting curves can provide 
information on a more global landscape [38]. In particular, the con
necting curves highlight the direction in which the attractor swirls [39]. 
While the fixed points are classically called zero-dimensional invariant 
sets, the connecting curves are nevertheless one-dimensional invariant 
sets [40]. Consider the flow S→= (x(t) , y(t) ,z(t) )T that includes all three 

state variables. The velocity field V→(t) is then given by d S→
dt = V→(t) =

(
f1, f2, f3

)
where f1, f2, f3 are the right-hand side expressions in a set of 

ordinary differential equations. The acceleration field A→(t) is calculated 
as 

d V→

dt
= A→(t) =

∂ V→

∂ S→
d S→

dt
→ A→(t) = J V→(t) = λ V→(t)→J V→(t) − λ V→(t) = 0 (3) 

Applying the chain rule in Eq. (3), the acceleration field is shown to 
be proportional to the velocity field. Finally, the connecting curves 
satisfy the condition J V→(t) − λ V→(t) = 0 [41]. 

System (3) leads to an equation for each state variable. Nevertheless, 
the number of unknowns is four (three state variables and λ). To solve 
these equations, a state variable must be selected as the principal state 
variable: in our case, variable y is selected. Afterward, all other state 
variables (here x and z) and λ should be written in terms of the principal 
state variable. The principal state variable should be chosen to simplify 
the calculations. Next, considering the attractor's position in space, a 
desired interval is selected for the state variable y, and for each point in 
that interval, the value of λ and other state variables are calculated. In 
the case of System (1), λ is independent of y and is always zero. 
Consequently, x and z only depend on y, so there can be four different 

solutions for different combinations of x and z, see Table 1. The corre
sponding connecting curves of System (1) with its chaotic attractor are 
depicted in Fig. 4. The system parameters are A = 0.8, b = 0.1,ω = 0.7 
and the initial conditions are 

(
x0, y0, z0

)
= (0, 0,0). The connecting 

curves (black lines) provide global information about the attractor po
sition and curvature. 

3. Extreme multistability 

To study the extreme multistability of System (1), we consider its 
initial conditions-dependent dynamics via the bifurcation diagram, 
Lyapunov exponents, Kaplan-Yorke dimension and attraction basins. 
The bifurcation diagram and the corresponding Kaplan-Yorke dimen
sion of System (1) are shown in Fig. 5 using the initial condition z0 as a 
control parameter that varies within the interval [− 3,3]. The system 
parameters are set to A = 0.8,b = 0.1,ω = 0.7, whereas the remaining 
initial conditions are fixed to 

(
x0, y0

)
= (0, 0). The bifurcation diagram 

in Fig. 5(a) is constructed by plotting the local maxima of the Z state 
variable. One observes that System (1) continuously switches between 
the periodic and chaotic behaviors within the selected z0 interval. The 
Kaplan-Yorke dimension DKY shown in Fig. 5(b) is defined as [42,43] 

DKY = j+

∑j

i=1
λi

⃒
⃒λj+1

⃒
⃒
,
∑j

i=1
λi ≥ 0,

∑j+1

i=1
λi < 0, (4)  

where λi are Lyapunov exponents. Note that in order to calculate DKY , all 
Lyapunov exponents should be sorted in descending order, whereby j in 
Eq. (4) denotes the index of the Lyapunov exponent up to which the sum 
of Lyapunov exponents is non-negative. The latter implies that the DKY 
of chaotic, torus, and periodic attractors are larger than two, equal to 

Table 1 
x and z state variables in terms of y for solving Eq. (3). The value of λ is not related to y and is always zero. y state variable is treated as the principal 
state variable to simplify the mathematical operations. Four different pairs of x and z can be considered in calculating the connecting curves.  

λ x z 

0 
2tan− 1

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y − 4)(10y + 7)(50y2 + 5y + 28)

√
− 50y2

5y + 28

)

−

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y − 4)(10y + 7)(50y2 + 5y + 28)

√

50y 

0 
− 2tan− 1

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y − 4)(10y + 7)(50y2 + 5y + 28)

√
+ 50y2

5y + 28

) ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y − 4)(10y + 7)(50y2 + 5y + 28)

√

50y 

0 
2tan− 1

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y + 4)(10y − 7)(50y2 − 5y + 28)

√
− 50y2

5y − 28

)

−

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y + 4)(10y − 7)(50y2 − 5y + 28)

√

50y 

0 
− 2tan− 1

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y + 4)(10y − 7)(50y2 − 5y + 28)

√
+ 50y2

5y − 28

) ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(5y + 4)(10y − 7)(50y2 − 5y + 28)

√

50y   

Fig. 4. Chaotic attractor and connecting curves of System (1) with A = 0.8, b =

0.1,ω = 0.7 and initial conditions 
(
x0, y0, z0

)
= (0,0, 0). The black lines are the 

connecting curves showing the direction around which the attractor swirls. 
Four black lines correspond to four pairs of x and z in Table. 1. 
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two, and equal to one, respectively. The variation of DKY in Fig. 5(b) is 
indeed consistent with the bifurcation diagram from Fig. 5(a). 

The Lyapunov exponents of System (1) with the same parameters as 
in Fig. 5(a) and z0 as the control parameter are provided in Fig. 6. Fig. 6 
(a) shows the variation of the first two largest Lyapunov exponents with 
z0, while Fig. 6(b) indicates the changes of the smallest one. The smallest 
Lyapunov exponent is always zero, but the exponents can have different 
values according to the system's dynamics. For chaotic attractors of a 
three-dimensional system, the Lyapunov spectrum contains one posi
tive, one negative, and one zero exponent, whereby the value of the 
positive exponent is less than the absolute value of the negative one. On 
the other hand, the Lyapunov spectrum of a periodic attractor contains 
one zero and two negative exponents. Finally, one observes one negative 
and two zero exponents for torus attractors. The changes between the 
system attractors with z0 reflected in the Lyapunov spectra from Fig. 6 
are consistent with the results from Fig. 5. 

Another important tool to investigate the multistable systems is to 
identify the corresponding attraction basins. Fig. 7 shows the attraction 
basins for the dynamics of System (1) with A = 0.8, b = 0.1,ω = 0.7,
obtained by fixing one initial condition to zero and varying the other 
two. The attraction basins are plotted in (a) x0 − y0 plane with x0 ∈ [2, 5]

and y0 ∈ [ − 4,2], (b) x0 − z0 plane with x0 ∈ [ − 3,3], z0 ∈ [ − 1,1], and 
(c) y0 − z0 plane with y0 ∈ [ − 4,4] and z0 ∈ [ − 1,1]. The intervals of 
initial conditions are chosen to avoid the torus attractors. Yellow and 
blue-green colors represent chaotic and periodic solutions, respectively. 
For periodic solutions, the representing color encodes the period. In 
Fig. 7(b) and (c), where the initial condition z0 is varied, one may 
observe the same transitions between the different periodic and chaotic 
attractors, as illustrated in the bifurcation diagram in Fig. 5(a). 

4. Analog circuit design 

To corroborate the previous numerical simulations, we have 
designed an analog circuit of System (1) given by 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ẋ =
1

R1C1
Y

Ẏ =
1

R2C2
Z +

1
R3C2

Ycos(X)

Ż = −
1

R4C3
Y +

1
R5C3

cos(0.7t)

(5) 

Fig. 5. Bifurcation diagram and DKY of System (1) with A = 0.8, b = 0.1,ω = 0.7 for fixed initial conditions 
(
x0, y0

)
= (0, 0) while varying z0 in the [ − 3, 3] interval. 

(a) Bifurcation diagram showing the local maxima of Z state variable and (b) the corresponding DKY . System (1) exhibits chaotic or periodic attractors in the selected 
interval. DKY matches the bifurcation diagram because its value is more than two in chaotic regions and one within periodic windows. 
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Fig. 6. Lyapunov exponents of System (1) with A =

0.8, b = 0.1,ω = 0.7 and for fixed initial conditions 
(
x0, y0

)
= (0,0) under variation of z0 within the [ −

3, 3] interval. (a) Two largest Lyapunov exponents 
and (b) the smallest Lyapunov exponent. While the 
smallest Lyapunov exponent is always zero, the other 
two exponents in (a) can have different values. If the 
latter are one positive and one zero (the positive 
exponent is less than the absolute value of the nega
tive one), the attractor is chaotic. The attractor is 
periodic with one zero and one negative exponent in 
(a). The Lyapunov exponents corroborate the type of 
solutions from the bifurcation diagram in Fig. 5.   

Fig. 7. Attraction basins of System (1) with A =

0.8, b = 0.1, ω = 0.7. (a) On x0 − y0 plane with 
x0 ∈ [2, 5], y0 ∈ [ − 4, 2], and z0 = 0, (b) on x0 − z0 

plane with x0 ∈ [ − 3, 3], z0 ∈ [ − 1, 1], and y0 = 0 
and, and (c) on y0 − z0 plane with y0 ∈ [ − 4, 4], 
z0 ∈ [ − 1,1], and x0 = 0. A 300 × 300 grid of initial 
conditions is used to obtain each basin of attraction. 
Yellow and blue-green colors represent the chaotic 
and periodic solutions, respectively. As the period 
of the periodic attractor increases, its representative 
color changes from blue to green. The transitions 
between the different types of attractors from Fig. 5 
(a) are recovered in (b) and (c), where one of the 
variable initial conditions is z0.
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The schematic of the designed circuit in the OrCAD simulation 
environment is provided in Fig. 8. Three integrators are used to imple
ment the three state variables. Also, two inverters, a multiplier, a cosine 
function block, and a sinusoidal voltage generator are employed. The 
integrator and inverter circuits are designed based on operational am
plifiers (OpAmps). The value of capacitors is C1 = C2 = C3 = 100μF, 
and the resistors' values are set as R1 = R2 = R3 = R5 = 10kΩ,R4 =

100kΩ,R6 = R7 = R8 = R9 = 1kΩ. Moreover, the supply voltages of the 
OpAmps are VP = 30V,VN = − 30V. 

The cosine signal in the last line of System (5) is implemented by 
applying a π

2 rad phase shift to the generated sine function. The fre
quency in the cosine signal is measured in rad

s , but the frequency mea
surement unit in OrCAD is Hz, so the frequency in Fig. 8 is set to 0.11 Hz 
according to 

ω = 2πf →f =
ω
2π =

0.7
2π ≈ 0.11Hz (6) 

The results of the simulation of the designed circuit from Fig. 8 are 
demonstrated in Fig. 9. To allow for a comparison with the previous 
numerical results, the attractors are projected on Y − Z plane with initial 

conditions 
(
x0, y0, z0

)
= (0,0, z0) and (a) z0 = 0, (b) z0 = − 0.3, and (c) 

z0 = 2.2. The circuit's behavior matches the numerical results, recov
ering all chaotic, periodic, and torus attractors from Fig. 1. 

5. Conclusion 

In the present paper, we have provided the first example of a mega- 
extreme multistable chaotic system. The introduced three-dimensional 
non-autonomous system shows extreme and megastability under the 
variation of initial conditions corresponding to two different state var
iables. The megastability of our system has been corroborated by phase 
portrait projections demonstrating an infinite but countable number of 
coexisting attractors. The latter can conform to the same or different 
types of dynamics. To verify that the model exhibits genuine attractors, 
we have investigated the dissipative character of the system's dynamics 
by explicitly calculating the divergence, which turned out to be state- 
dependent. Nevertheless, the numerically determined average di
vergences for all the relevant regimes showed convergence to negative 
values, indicating that the system dynamics is indeed dissipative. Also, 
the connecting curves have been determined to better characterize the 

Fig. 8. The analog circuit following System (5) is implemented in OrCAD. The particular circuit elements are C1 = C2 = C3 = 100μF and R1 = R2 = R3 = R5 =

10kΩ,R4 = 100kΩ,R6 = R7 = R8 = R9 = 1kΩ. The supply voltages of the OpAmps are set to VP = 30V,VN = − 30V. Three integrator and two inverter circuits are 
implemented based on OpAmps. Also, one multiplier, one cosine function block, and one cosine (sine with a π

2 rad phase shift) voltage generator are required. 

Fig. 9. The simulation results of the circuit from Fig. 8 in Y − Z plane. Projection of (a) chaotic attractor with z0 = 0, (b) periodic attractor with z0 = − 0.3, and (c) 
torus attractor with z0 = 2.2. The dynamics of an analog circuit agrees with the numerical results from Fig. 1. 
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system attractors. 
Concerning the extreme multistability feature of the novel system, 

we have constructed the bifurcation diagram under the variation of the 
appropriate initial condition and have numerically determined the 
corresponding Lyapunov spectra and the Kaplan-Yorke dimension. The 
transitions between periodic and chaotic attractors observed in the 
bifurcation diagram have been corroborated by constructing the 
attraction basins in three planes of initial conditions. Finally, we have 
confirmed the validity of the numerical results by designing and simu
lating an analog circuit in the OrCAD environment. The circuit was 
designed using simply available components like OpAmps, resistors, 
capacitors, multipliers, and signal generators. We have shown that the 
circuit dynamics agrees well with the numerical results for the original 
system, demonstrating that the mega-extreme multistability feature is 
reproducible and flexible in applications. This is especially important 
given that there may be instances where the realization of solely extreme 
multistable or megastable systems may be difficult. We believe that 
discovering a new class of mega-extreme multistable systems will cata
lyze new research directions concerning the origin, design, and control 
of multistable nonlinear systems. 
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