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ABSTRACT: We study incoherent charge separation in a lattice
model of an all-organic bilayer. Charge delocalization is taken into
account by working in the basis of electron−hole pair eigenstates,
and the separation is described as a series of incoherent hops
between these states. We find that relatively weak energetic disorder,
in combination with good charge delocalization, can account for
efficient and weakly field- and temperature-dependent separation of
the strongly bound charge transfer (CT) state. The separation
efficiency is determined by the competition between the
recombination from the initial CT state and the escape toward
intermediate CT states, from which free-charge states can be reached with certainty. The separation of donor excitons also
exhibits quite high yields, less bound excitons separating more efficiently. Overall, our results support the notion that efficient
charge separation can be achieved even out of strongly bound pair states without invoking coherent effects.

■ INTRODUCTION

The outstanding problem of charge carrier photogeneration at
an interface between an electron-donating (donor) and an
electron-accepting (acceptor) organic material has inspired
coordinated and interdisciplinary research efforts in the field of
organic photovoltaics (OPVs).1−4 A photoexcitation of such an
interface creates strongly bound donor (or acceptor) excitons
that, after the diffusion to the donor/acceptor (D/A) interface,
dissociate forming the charge transfer (CT) state. Although the
magnitude of the Coulomb interaction between the electron
and hole in the CT state is much larger than the thermal energy
at room temperature, the subsequent charge separation and
eventual formation of free charges that can be extracted at the
electrodes is very efficient.5,6

Numerous mechanisms have been invoked to understand the
origins of such an efficient conversion of strongly bound
excitons to free charges. One group of mechanisms (coherent
mechanisms) suggests that free-charge generation occurs on an
ultrafast (100 fs) time scale by virtue of the high-energy (“hot”)
CT states in which electrons and holes are highly delocalized
and spatially separated.7−10 The charge separation competes
with the subpicosecond exciton relaxation toward strongly
bound and localized CT states, which are regarded as traps for
further separation.7 Another group of mechanisms (incoherent
mechanisms) conceives charge separation as a much slower
process that starts from the strongly bound (“cold”) CT states
and converts them into free carriers by means of the hopping
between localized states that is possibly assisted by the
interfacial electric field.6,11−14 The characteristic time scale for
the incoherent charge separation is of the order of tens to
hundreds of picoseconds.11,12 However, what actually drives the

separation from “cold” CT states despite their strong binding
and pronounced localization remains elusive.2

The coherent and incoherent separation mechanisms do not
contradict each other, and both may be at play in an efficient
OPV cell.15 Indeed, from our recent theoretical studies,16,17

which focus upon the ultrafast dynamics following photo-
excitation of a model heterointerface, emerges that on
picosecond time scales after photoexcitation the majority of
charges are still bound in states of donor or CT excitons. In
other words, there is some (coherent) charge separation on
subpicosecond time scales, but the vast majority of charges
remains in strongly bound states on picosecond time scales,
which is in agreement with recent experimental results.13

Therefore, examining charge separation on longer time scales is
crucial to fully understand charge photogeneration in OPVs.
Recent theoretical studies have challenged the common view

that the separation from the CT state requires surmounting an
immense energy barrier.18−21 These studies emphasize the
influence of the entropy on charge separation. In this context,
the entropy is related to the number of configurations in which
an electron−hole pair may be arranged. It is suggested that the
combined effect of entropy and disorder20 or entropy and
carrier delocalization21 can substantially reduce (or even
eliminate) the Coulomb barrier, so that the electron and hole
in the CT state are not thermodynamically bound and thus
might separate if there are no kinetic obstacles.
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The charge separation from the strongly bound CT state has
been extensively studied within the framework of the Onsager−
Braun model22,23 and its modifications.24 Basically, the
separation probability is determined by the competition
between the electric field- and temperature-dependent
dissociation of a localized electron−hole pair and its
recombination to the ground state. While such a treatment
has been revealed successful in reproducing experimental
photodissociation yields in bulk molecular D/A crystals,25 it
has been recognized as unsuitable for conjugated polymer/
fullerene blends.26 The reasons for this inadequacy may be
summarized as follows. First, the Onsager−Braun model
employs the approximation of localized point charge carriers,
which does not hold in a polymer/fullerene blend. In this
regard, it has been proposed that the hole delocalization along
conjugated segments of polymer chains can enhance charge
separation27−29 because the kinetic energy of hole oscillations
along chains lowers the Coulomb barrier between the electron
and hole. The combination of the effects due to the hole
delocalization and the presence of dark interfacial dipoles30,31

has been demonstrated to reproduce the essential features of
experimental photocurrent data.32 Furthermore, the combina-
tion of the on-chain hole delocalization and the dimensional
(entropic) effects has been suggested as the main reason for
weakly field-dependent and very efficient charge separation in
polymer/fullerene bilayers.33 Second, for the Onsager−Braun
model to reproduce experimental data, the mobility-lifetime
product should assume unrealistically high values, meaning that
either carrier mobility or pair lifetime should be unrealistically
large. Kinetic Monte Carlo (kMC) studies have demonstrated
that efficient and weakly field- and temperature-dependent
charge separation can be achieved when relevant parameters are
carefully chosen on the basis of experimental data.34,35 Third,
the Onsager−Braun model does not capture the effects of the
(energetic and/or spatial) disorder on charge separation. In ref
36, an analytical treatment of charge separation in a one-
dimensional disordered chain is presented, and it was suggested
that, at least at low interfacial electric fields, the disorder may
enhance the separation of geminate electron−hole pairs. Recent
kMC results also point toward the beneficial role of not too
strong energetic disorder on charge separation.37

Here, we investigate the separation of geminate electron−
hole pairs in a one-dimensional lattice model of a bilayer. The
model takes into account energetic disorder, carrier delocaliza-
tion, carrier−carrier interaction, carrier recombination, and the
interaction of carriers with the phonon bath and the interfacial
electric field. The carrier delocalization is properly taken into
account by transferring the description of charge separation
from the usually used position space to the space spanned by
the exciton basis states, that is, by stationary states of an
electron−hole pair on the model interface. The charge
separation is then concieved as a sequence of transitions
between exciton basis states that are mediated by the
interaction with the phonon bath. The separation yield is
computed from the stationary solution to the rate equations for
basis states populations in two cases, for the separation starting
from CT states and donor exciton states. We find that
moderate energetic disorder and carrier delocalization promote
efficient and relatively weakly field-dependent separation of the
strongly bound CT exciton. In this process, the vital role is
played by long-lived intermediate CT states, from which further
charge separation proceeds practically without obstacles. The
separation of the strongly bound donor exciton is also efficient,

but requires quite strong electric fields to occur with certainty.
On the other hand, more separated and weakly bound donor
excitons separate with efficiency close to 1.

■ MODEL AND METHODS
Model Hamiltonian, Exciton States, and Their Classi-

fication. To describe the bilayer of two organic semi-
conductors, we employ the standard semiconductor model on
a lattice with multiple single-electron and single-hole states per
site. The model to be presented is quite general and may also
be used (upon appropriate adjustments) to study the electric
field-assisted charge generation in other D/A structures. The
numerical computations are performed on a one-dimensional
system consisting of 2N sites located on a lattice of constant a.
The sites 0,...,N − 1 represent the donor part, while sites
N,...,2N − 1 represent the acceptor part of the bilayer. The
single-electron levels on lattice site i are counted by index βi, so
that Fermi operators ciβi

† (ciβi) create (destroy) an electron on
site i and in single-electron state βi. The single-hole levels on
site i are counted by index αi, and Fermi operators diαi

† (diαi)
create (annihilate) a hole in single-hole state αi on site i. The
phonon bath is assumed to consist of a multitude of localized
phonon modes on each lattice site, and the sets of phonon
modes on all sites are identical. The Bose operators biλ

† (biλ)
create (annihilate) a phonon on site i and in phonon mode λ.
The model Hamiltonian assumes the form:

= + + +− −H H H H Hc p c p c f (1)

where Hc describes interacting carriers:
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describes the phonon bath, Hc−p accounts for the interaction of
carriers with the phonon bath:
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whereas Hc−f represents the interaction of carriers with the
interfacial electric field F, which is assumed to be uniform
throughout the system:

∑ ∑= · − ·
β
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† †H q c c q d dF r F r
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i i ic f

i
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i
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(5)

In eq 2, we take that quantities ε(iβi)(jβj′)
c (ε(iαi)(jαj′)

v ), which
represent electron (hole) on-site energies and transfer integrals,
assume nonzero values only for particular combinations of their
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indices. In more detail, we assume that ε(iβi)(jβj′)
c ≠ 0 when it

represents

(1) on-site energy εiβi
c of single-electron level βi on site i, for i

= j and βi = βi′;
(2) negative electron transfer integral between single-

electron levels on nearest-neighboring sites belonging
to the same band βi, −Jiβi

c,int, for i and j both belonging to

the same part of the bilayer, |i − j| = 1, and βi = βj′;
(3) negative electron transfer integral between single-

electron levels on nearest-neighboring sites belonging
to different bands, −Jiβiβj′

c,ext, for i and j both belonging to

the same part of the bilayer, |i − j| = 1, and βi ≠ βj′; or
(4) negative electron transfer integral between different parts

of the bilayer, −JDAc , for i = N − 1 and j = N or vice versa.

The Coulomb interaction (eq 2) is taken into account in the
lowest monopole−monopole approximation, and the inter-
action potential Vij is assumed to be the Ohno potential:

=
+ ( )

V
U

1
ij

r

r

2
ij

0 (6)

where U is the on-site Coulomb interaction, rij is the distance
between sites i and j, r0 = q2/(4πε0εrU) is the characteristic
length, and εr is the relative dielectric constant. Charge carriers
are assumed to be locally and linearly coupled to the phonon
bath (Holstein-type interaction), as given in eq 4. In eq 5, q > 0
is the elementary charge, ri is the position vector of site i, and
vector F is assumed to be perpendicular to the interface and
directed opposite the internal electric field of a space-separated
electron−hole pair (vide infra). The interfacial electric field
may originate from the different Fermi levels of the
electrodes,38 or from some other source.39

Similar to other numerical studies, which obtain charge
separation efficiency by tracking the faith of a single electron−
hole pair, we confine ourselves to the subspace of a single
electron−hole pair. We describe charge separation in the
exciton basis, whose basis vectors are stationary states of an
electron−hole pair supported by the model interface. The most
general state of an electron−hole pair can be written as

ψ| ⟩ = ∑ | ⟩α α β β α
† †

β

x c d 0i i j
x

j i( )( )i
j j

i j j i
, where |0⟩ is the vacuum of

electron−hole pairs. The exciton basis states are obtained by
solving the eigenvalue problem (Hc + Hc−f)|x⟩ = ℏωx|x⟩, which
in the basis of single-particle states localized at lattice sites reads
as
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We take into account the diagonal static disorder; that is, on-
site energies εiβi

c and εiαi
v depend on site index i. The disorder is

the essential element of our model, because disorder-induced
localization effects enable us to isolate exciton states that are
similar to states of free charges, as will be detailed in the next
paragraph.

It is convenient to classify the exciton basis states in a
manner similar to that we employed in our previous
studies,16,17 where we differentiated between

(1) donor exciton (XD) states, in which both carriers are
mainly in the donor part of the bilayer,

(2) acceptor exciton (XA) states, in which both carriers are
mainly in the acceptor part of the bilayer, and

(3) space-separated exciton states, in which the electron is
mainly in the acceptor, while the hole is mainly in the
donor part of the bilayer.

Here, we are interested in full charge separation, which results
in almost free carriers capable of producing electric current.
Therefore, we have to individuate exciton states of our model
that resemble these free-carrier states. To this end, we
introduce the notion of the contact region of the bilayer,
which consists of sites 0,...,lc − 1 in the donor part and sites
2N − lc,...,2N − 1 in the acceptor part of the bilayer. If both
electron and hole are primarily located in the contact region
(the electron in its acceptor part and the hole in its donor part),
we consider them as fully separated carriers. More quantita-
tively, we say that space-separated exciton state x is a contact
state (state of fully separated carriers) if
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The space-separated states that are not contact states will be
further referred to as CT states. We point out that the
localization induced by disorder is crucial to identify contact
states. In the perfectly ordered system, there are no space-
separated states that meet the criteria of spatial localization
given in eqs 8 and 9.

Theoretical Approach to Incoherent Charge Separa-
tion. Our aim is to analyze the incoherent charge separation,
that is, charge separation that occurs on long time scales so that
coherent features are not pronounced and consequently carrier
dynamics can be well described in terms of populations only.
Here, we work in the basis of electron−hole pair states x and
study charge separation by finding a stationary solution to an
appropriate equation for populations f x of exciton states.
Similar to ref 36, we assume that contact states act as absorbing
states in the course of charge separation; that is, once an
exciton reaches a contact state, it is removed from the system.
This removal may be interpreted as the extraction of the fully
separated electron and hole at the electrodes. Therefore, we
find the stationary solution to equations for populations f x of
exciton states x that do not belong to the group of contact
states (further denoted as C). These equations are Pauli master
equations in which the interaction with the phonon bath leads
to transitions between exciton states. The time evolution of the
population of exciton state x ∉ C is described by

∑ ∑τ= − − +−

′
′

′∉
′ ′

f

t
g f w f w f

d

d
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x x x
x
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x C
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(10)

where gx is the generation rate of state x (the number of
excitons generated per unit time in state x), τx is the lifetime of

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.8b03114
J. Phys. Chem. C 2018, 122, 10343−10359

10345

http://dx.doi.org/10.1021/acs.jpcc.8b03114


exciton state x, wx′x is the rate of phonon bath-induced
transition from state x to state x′, while the condition x′ ∉ C on
the summation in the fourth term is due to the assumption of
absorbing contact states.
We are searching for the stationary solution f x

0 to eq 10,
which satisfies

∑ ∑τ= − − +−

′
′

′∉
′ ′g f w f w f0 x x x

x
x x x

x C
xx x

1 0 0 0

(11)

With the stationary populations of exciton states at hand, we
can compute the separation probability:

φ =
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Using eq 10, it can be shown that φ + ρ = 1. Different choices
of gx allow us to investigate incoherent charge separation
starting from different initial states.
The phonon bath-assisted transition rates from exciton state

x to exction state x′, wx′x, can be obtained using the Fermi
golden rule. First, it is convenient to rewrite the carrier−
phonon bath interaction Hc−p (eq 4) in the relevant subspace of
single electron−hole excitations as16
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Therefore, the phonon bath-assisted transition rate from state x
to state x′ is
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where nBE(E) = (eβE − 1)−1 is the Bose−Einstein occupation
number at temperature T = (kBβ)

−1. The right-hand side of eq
16 can be simplified by assuming that all of the interaction
constants giβiλ

c and giαiλ
v are independent of site and band indices

and equal to gλ. Introducing the spectral density J(E) by
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The transition rates wx′x do not depend solely on the energy
difference ℏωx′ − ℏωx between exciton states x′ and x, but also
on spatial properties (e.g., spatial localization and mutual
overlap) of these states, which is described by quantity Px′x (the
so-called spatial proximity factor). The spatial proximity factor
between exciton states of the same character is in general much
larger than that between states of different characters. In other
words, for the same energy difference ℏωx′ − ℏωx, the
transition probability wx′x (eq 18) is much larger when states x′
and x are of the same character than when their characters are
different. The last point will be repeatedly used in further
discussion.

Parametrization of the Model Hamiltonian. The values
of model parameters used in our computations are summarized
in Table 1. They are selected so that the values of band gaps,

bandwidths, band offsets, and binding energies of the donor,
acceptor, and CT exciton that emerge from our model are in
agreement with the literature values for typical OPV materials.
While the present values are largely chosen to be representative
of the P3HT/PCBM interface, we emphasize that our aim is to
unveil fundamental physical effects responsible for very efficient
charge separation at an all-organic bilayer. Therefore, many of
the parameters listed in Table 1 will be varied (within
reasonable limits), and the effects of these variations on charge

Table 1. Values of Model Parameters Used in Computations

parameter value

N 30
lc 11
a (nm) 1.0
U (eV) 0.65
εr 3.0
εD,0
c (eV) 2.63
JD,0
c,int (eV) 0.1
εD,0
v (eV) −0.3
JD,0
v,int (eV) −0.15
εA,0
c (eV) 1.565
εA,1
c (eV) 1.865
JA,0
c,int (eV) 0.05
JA,1
c,int (eV) 0.025
JA,01
c,ext (eV) 0.02
εA,0
v (eV) −1.03
JA,0
v,int (eV) −0.15
JDA
c (eV) 0.1
JDA
v (eV) −0.1
σ (meV) 50
η 1.5
Ec (meV) 10
τ0 (ps) 250
AA/D 0.5
T (K) 300
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separation yield will be rationalized. This is also of practical
relevance, because the trends observed in such variations may
suggest which material properties should be tuned to maximize
the separation efficiency.
Actual computations are performed on the model system

having one single-electron level per site in the donor and one
single-hole level per site in both the donor and the acceptor. To
mimic the presence of higher-than-LUMO orbitals energetically
close to the LUMO level, which is a situation typical of
fullerenes,40,41 we take two single-electron levels per acceptor
site. The HOMO level of the ordered donor material is taken as
the zero of the energy scale. The model is schematically
depicted in Figure 1. The choice of the values of model

parameters is almost the same as in our recent investigation of
ultrafast dynamics at a D/A heterointerface.16 Therefore, here,
we only briefly summarize the essential features of this
parameter set, while the details can be found in our recent
article.
Within each region of the bilayer, the on-site energies of

electrons and holes are drawn from a Gaussian distribution
function. For example, the probability density that the energy of
the electron on donor site i (0 ≤ i ≤ N − 1) is in the vicinity of
εi,0
c can be expressed as

ε
σ π

ε ε
σ

= −
−⎛

⎝
⎜⎜

⎞
⎠
⎟⎟f ( )

1
2

exp
( )

2i
i

,0
c ,0

c
D,0
c 2

2
(21)

where εD,0
c is the average electron on-site energy in the donor,

and σ is the standard deviation of the Gaussian distribution. We
assume that the deviations of on-site energies from their
average values are uncorrelated; this assumption regards both
on-site energies of electrons (holes) on different sites and on-
site energies of electrons and holes on the same site. The
disorder strength is determined by parameter σ, which typically

assumes values of the order of 100 meV.42 To obtain analytical
insights into charge separation efficiency, we opt for a lower
value of σ = 50 meV, which does lead to localization effects, but
does not completely destroy charge delocalization. Moreover,
the disorder-averaged values of relevant quantities, such as
exciton binding energies, LUMO−LUMO, and HOMO−
HOMO offsets, assume values that are quite close (within
few tens of meV) to the respective values in the ordered
system, which will thus often be used in the discussion.
The lattice constant a is comparable to typical distances

between neighboring constitutive elements of ordered poly-
mers43 (fullerene aggregates44). The number N of lattice sites
in the donor and acceptor is then chosen so that the length of
the model bilayer is similar to the linear dimensions of the
polymer/fullerene bilayers used in experiments.26,29,32 Our
choice of the value of the hole transfer integral JD,0

v,int is motivated
by the literature values of the HOMO bandwidth along the π-
stacking direction of the regioregular P3HT45,46 and the values
of the hole transfer integral along the π-stacking direction of the
same material.47,48 Such a choice tacitly assumes that the hole
transport in the donor part of the bilayer takes place among
different polymer chains. However, our Hamiltonian is quite
general, so that a different selection of the values of its
parameters can describe a different physical situation, for
example, the hole transport along a polymer chain. The single-
particle and optical gap of the ordered donor part of the bilayer
are tuned to be around 2.43 and 2.0 eV, respectively,49,50 so
that the exciton binding energy of the ordered donor material is
around 0.43 eV. The electronic parameters of the acceptor
(transfer integrals JA,0

c,int, JA,1
c,int, and JA,01

c,ext and the energy difference
εA,1
c − εA,0

c between average values of electronic on-site
energies) are selected so that the single-electron density of
states (DOS) of the ordered acceptor part reproduces the most
important features of the DOS of fullerene aggregates.40,51 The
single-particle gap and the binding energy of the ordered
acceptor part are tuned to the values of around 2.2 and 0.45
eV.49 The values of the LUMO−LUMO (ca. 0.97 eV) and
HOMO−HOMO (ca. 0.73 eV) offsets between the donor and
acceptor part of the ordered bilayer are chosen by adjusting the
energy differences ΔXD−CT and ΔXA−CT between the lowest
excited state of the heterojunction (the lowest CT state) and
the lowest exciton states in the donor and acceptor to the
typical literature values.49,52,53 The magnitudes of the transfer
integrals JDA

c and JDA
v between the two materials are taken to be

similar to the values obtained in ref 54.
For the spectral density of the phonon bath, we take the

Ohmic spectral density:55

η= −J E E( ) e E E/ c (22)

which is characterized by two parameters: the dimensionless
parameter η describes the strength of the system−bath
coupling, while Ec is the energy cutoff determining the energy
range of phonon modes that are strongly coupled to the system.
For the Holstein-like system−bath coupling and in the limiting
case of a charge carrier localized on a single lattice site, the
polaron binding energy is given by Epol = ∑λ|gλ|

2/(ℏωλ).
56 In

terms of spectral density J(E), and specifically for the Ohmic
spectral density, the polaron binding energy can be expressed as

∫ η= =
+∞

E E
J E

E
Ed

( )
pol

0
c (23)

Figure 1. Schematic view of the model system indicating different
transfer integrals and average on-site energies listed in Table 1. The
dashed lines represent average on-site energies, while the solid lines
represent actual on-site energies, which vary from site to site due to
the diagonal static disorder. The contact region of the bilayer is
denoted by rectangles. F is the vector of the interfacial electric field.
The plot on the right presents the single-particle DOS for electrons in
the isolated acceptor (full line) and donor (dashed line) regions of the
bilayer averaged over different disorder realizations. For each disorder
realization, the electronic states of the isolated regions are obtained by
diagonalizing the free-electron Hamiltonian (the first term on the
right-hand side of eq 2) in which the D/A coupling JDA

c is set to 0. The
DOS for that disorder realization is computed by broadening each of
the single-electron states obtained by a Gaussian whose standard
deviation is equal to 10 meV.
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It is equal to the geometry relaxation energy Λrel upon charging
a molecule and to one-half of the reorganization energy Λreorg.

56

In ref 40, the relaxation energy of the PC60BM anion was
estimated to be Λrel = 15 meV. The authors of ref 57 found that
the polaron binding energy in a long straight polythiophene
chain is of the order of 10 meV. We use these estimates and
take the polaron binding energy Epol = 15 meV (the
reorganization energy is then Λreorg = 30 meV). We assume
that the system−bath coupling is strongest for the low-
frequency phonon modes and therefore take that Ec = 10 meV
and η = 1.5. All of these assumptions will be reassessed in the
Discussion.
There are different kinds of recombination processes that

limit the efficiency of organic solar cells.58 The recombination
of an electron−hole pair that originates from the absorption of
a single photon is geminate recombination. On the other hand,
an electron and a hole undergoing a nongeminate recombina-
tion event do not originate from the same photon. Here, we
consider only geminate recombination, which at a D/A
interface may occur as (a) the recombination of excitons
photogenerated in a neat donor or acceptor material, or (b) the
recombination of excitons in CT states. The recombination can
be further classified as radiative or nonradiative. In neat
polymers, recombination predominantly occurs via non-
radiative processes.59 In D/A blends, the major part of charges
recombine nonradiatively either at the interface or in the donor
material.60 However, there is no simple model that describes
the rate of nonradiative recombination in terms of microscopic
material properties. It is intuitively clear that the smaller is the
overlap between the electron and hole probability densities, the
smaller is the rate of their recombination and the larger is the
lifetime of the pair. In previous model studies of charge
separation at D/A interfaces, the last point has been recognized
as the steep dependence of the exciton lifetime on the
electron−hole separation,61 so that the recombination is
assumed to occur exclusively from the strongly bound CT
state,32,36,61 or a formula describing the aforementioned
distance dependence is proposed.33 Here, to each exciton
state x, be it a state in the neat material or a CT state, we assign
the lifetime τx that is inversely proportional to the weighted
overlap of the electron and hole wave function moduli:

∑ ∑τ τ ϕ ϕ ϕ ϕ= | || | + | || |
=

−

=

− −⎛
⎝
⎜⎜

⎞
⎠
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i
x

i
x

i N

N

i
x

i
x

0
0

1
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2 1
,e ,h

1

(24)

In the last expression, the moduli of the wave function of the
electron and hole in exciton state x are defined as

∑ ∑ϕ ψ| | = | |
β α

α βi
x

j
j i
x,e

( )( )
2

i j

j i

(25)

∑ ∑ϕ ψ| | = | |
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α βi
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j
i j
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( )( )
2

i j

i j

(26)

while τ0 and AA/D are constants that are determined so that the
lifetimes of the lowest CT, XD, and XA states in the ordered
system agree with the values reported in the literature. The
expression for the lifetime given in eq 24 captures the
previously described trend. Singlet exciton lifetimes in a variety
of conjugated polymers used in organic solar cells are of the
order of hundreds of picoseconds.59 Time-resolved photo-
luminescence measurements yield the singlet exciton lifetime in
neat P3HT around 470 ps and in neat PCBM around 740 ps.62

From the transient absorption measurements performed in
blends of P3HT and different fullerenes, the lifetime of the CT
state was determined to be around 3 ns.63 For the values of
model parameters listed in Table 1, the lifetime of the lowest
CT state in the ordered system is τCT

ord ≈ 2.5 ns, the lifetime of
the lowest XD state in the ordered system is τXD

ord ≈ 400 ps, and
the lifetime of the lowest XA state in the ordered system is τXA

ord

≈ 800 ps.

■ NUMERICAL RESULTS
In this section, we present the results concerning the yield of
charge separation starting from CT and donor states. In all of
the computations, we average over different disorder
realizations, and all of the results to be presented are averaged
over 256 disorder realizations. To facilitate the discussion, in
Figure 2a−e we present disorder-averaged DOS for different

groups of exciton states. Similar to our recent study, we
discriminate between CT states belonging to CT0 and CT1
bands.16 We say that a CT state belongs to the CT0 (CT1)
band if its electron primarily belongs to the electronic band in
the acceptor part of the bilayer arising from the single-electron
level of average energy εA,0

c (εA,1
c ).

Charge Separation from the Strongly Bound CT State.
As starting states for the charge separation process, here we
consider CT states belonging to the CT0 band. One particular
CT state out of all of the states in the CT0 band is chosen by
requiring that the mean electron−hole separation, which for
exciton state x reads as

∑ ψ⟨ ⟩ = | − || |
α

α β−

β

r i jx
i

i j
x

e h ( )( )
2

i
j j

i j

(27)

be minimal. We will further refer to such a state as the strongly
bound CT state. The strongly bound CT state is located on the
lower edge of the disorder-averaged DOS of CT excitons
belonging to the CT0 band; see the vertical double-sided arrow
in Figure 2b. We set the generation rate gx appearing in eq 10
to be different from zero only for the strongly bound CT state.

Figure 2. Disorder-averaged exciton DOS (in arbitrary units and at F =
0) for (a) donor exciton states, (b) CT states belonging to CT0 band,
(c) contact states, (d) CT states belonging to CT1 band, and (e)
acceptor exciton states. The horizontal arrows in (a) indicate
approximate energies of XD states serving as initial states of charge
separation. The vertical double-sided arrow in (b) indicates the energy
range of the CT states acting as initial states of charge separation. The
DOS in a single disorder realization is obtained by broadening each
exciton level by a Gaussian whose standard deviation is equal to 10
meV.
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The field-dependent separation yield from this state is
presented by circles in Figure 3a. The separation yield is above

0.6 for all of the examined values of the electric field down to F
= 0. Figure 3b presents the low-energy tail of the DOS of
contact states (see Figure 2c) along with the distribution of
energies of the lowest-energy contact state. Figure 3c shows the
low-energy tail of the DOS of CT states (see Figure 2b)
together with the distribution of energies of the initial strongly
bound CT state. The disorder-averaged energy difference
between the lowest-energy contact state and the initial CT state
may serve as an estimate of the average energy barrier that an
electron−hole pair in the initial CT state has to surmount to
reach the nearest free-charge state. We obtain the average
barrier of approximately 0.13 eV (∼5 kBT at room temper-
ature), which is lower (at least by a factor of 2) than usually
assumed when considering separation of the strongly bound
CT exciton.64 Further discussion reveals that the actual barrier
to be overcome is smaller than the energy difference between
the lowest-energy contact state and the initial CT state. The
intermediate CT states, lying between the initial CT state and
the lowest-energy contact state and exhibiting larger electron−
hole distances as compared to the initial CT state, are crucial to
the successful separation of the initial strongly bound pairs.
Stronger electric field is beneficial to exciton separation, which,
combined with the fact that the separation yield is above 0.5
even at F = 0, implies that it exhibits relatively weak
dependence on the magnitude of the electric field.

It is instructive to analyze the results presented in Figure 3a
from the viewpoint of single disorder realizations. In Figure
4a−d we present distributions of the separation yield in single

disorder realizations at different strengths of the electric field. A
distinctive feature of all of the histograms is a quite small
number of disorder realizations for which the separation yield
assumes values in an intermediate range (say between 0.2 and
0.8). Even at zero electric field, the number of disorder
realizations in which the separation yield is high (above 0.8) is
greater than the number of those in which the separation yield
is low (below 0.2), which can account for the mean separation
yield above 0.5 even at zero field. As the electric field is
increased, the number of disorder realizations in which the
separation yield is low or intermediate decreases, while the
number of disorder realizations in which the separation yield is
high increases; see Figure 4b−d. At F = 107 V/m, the
separation yield is between 0.95 and 1 for somewhat less than
90% of disorder realizations, see Figure 4d, meaning that the
mean yield is close to 1. Relevant to this discussion are also the
relative positions of the lower-energy tails of the DOS of CT
states belonging to the CT0 band and the DOS of contact
states, which are presented in Figure S1a−d. We observe that
the effect of increasing F on the DOS tails consists of
decreasing the energy difference between the edges of CT and
contact DOS. For sufficiently strong field, the lowest contact
state is situated energetically below the strongly bound CT
state.
We now establish which factors primarily determine the

separation yield and propose an analytical formula that is
capable of reproducing the separation yield in single disorder
realizations (and consequently the mean separation yield) quite
well. Let us begin by noticing that the initial CT state is usually
strongly coupled (by means of phonon bath-assisted
transitions) to only a couple of exciton states, which are of
CT character and whose electron−hole separation (and
consequently the lifetime) is larger than in the initial CT
state. We further refer to these states as intermediate states.
Moreover, intermediate states are in general very well coupled
to other space-separated states, meaning that, in principle, there
is no kinetic obstacle for an exciton in the intermediate state to

Figure 3. (a) Field-dependent yield of charge separation from the
strongly bound CT state. The data labeled by “full” are obtained by
numerically solving eq 10, while the data labeled by “simple” are
computed using eq 34. The low-energy edges of the disorder-averaged
DOS (full lines) for (b) contact states and (c) CT states belonging to
the CT0 band. The bars depict histograms of the distribution of the
energy of (b) the lowest-energy contact state and (c) the initial
strongly bound CT state. The width of the bins on the energy axis is
10 meV, while F = 0.

Figure 4. Histograms showing the distribution of the yield of charge
separation from the strongly bound CT state for different strengths of
the electric field: (a) F = 0, (b) F = 106 V/m, (c) F = 5 × 106 V/m,
and (d) F = 107 V/m. The width of the bins for the separation yield is
0.05.
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undergo a series of phonon bath-assisted transitions in which
the electron−hole separation gradually increases, and finally
reach a contact state. However, because the coupling among the
initial state and intermediate states is appreciable, the
“implosion” of the pair, that is, the back-transfer from
intermediate states to the initial CT state followed by the
recombination event, should not be omitted from the analysis.
The recombination from intermediate states, as well as from all
of the subsequent states paving the way toward contact states, is
not probable, because the lifetimes of all of these states are
quite long as compared to the inverse transition rates among
them. In other words, the recombination occurs almost
exclusively from the initial CT state. We may therefore assume
that the only rate-limiting step during charge separation is the
escape from the initial strongly bound CT state xinit. The
separation yield is then determined by the competition between
the recombination rate in the initial CT state, the escape rate
from the initial CT state toward intermediate states, and the
back-transfer rate from intermediate states to the initial CT
state. This competition may be described using a simple kinetic
model whose variables are populations of the initial CT state
and intermediate states (which are considered as a single state).
Recombination is possible only from the initial CT state, while
contact states may be reached from intermediate states. The
stationarity of the initial CT state population f init

0 demands that

τ= + −−g w f w f( )init init
1

inter,init init
0

init,inter inter
0

(28)

while a similar condition for the stationary population f inter
0 of

intermediate states reads as

+ =w w f w f( )init,inter contact,inter inter
0

inter,init init
0

(29)

In eqs 28 and 29, ginit is the generation rate of the initial CT
state, τinit is its lifetime, winter,init is the total escape rate from the
initial CT state xinit toward intermediate states xinter:

∑=w w
x

x xinter,init

inter

inter init
(30)

and winit,inter is the total back-transfer rate to the initial CT state
from intermediate states:

∑=w w
x

x xinit,inter

inter

init inter
(31)

The total escape rate from all of the intermediate states toward
contact states is

∑ ∑= ′w w
x x

x xcontact,inter

inter f

f inter
(32)

where, for each intermediate state xinter, the summation over
final states xf is carried out only over the states from which
further transitions toward contact states are possible (it should
not include the transitions back to the initial CT state). An
adaptation of eq 12 to the problem at hand gives the following
expression for the separation yield:

φ =
w f

g
contact,inter inter

0

init (33)

Combining eqs 28, 29, and 33, we obtain the following
expression for the separation yield:

φ
τ

=
+ +− ( )w

1

1 ( ) 1
w

winit inter,init
1 init,inter

contact,inter (34)

We point out that all four quantities (τinit, winter,init, winit,inter, and
wcontact,inter) entering eq 34 are characteristic of each disorder
realization; that is, eq 34 contains no free parameters. It is then
remarkable that it reproduces quite well the field-dependent
separation yield for each disorder realization, and consequently
the disorder-averaged separation yield, which is presented by
squares in Figure 3a.
The preceding discussion suggests that the barrier the initial

CT exciton has to surmount to reach a contact state is
determined by the energy difference ℏωinter − ℏωinit between
the initial CT state and the intermediate CT state exhibiting
strongest coupling to the initial state. In Figure 5a,b we present

distributions of energies of the intermediate (Figure 5a) and
the initial (Figure 5b) CT state at F = 0. We estimate that the
average energy difference ⟨ℏωinter − ℏωinit⟩ is around 0.07 eV,
which is smaller than the average energy difference between the
lowest contact state and the initial CT state. Therefore, already
at F = 0, the average energy barrier opposing the separation
from the initial CT state is ∼3 kBT at room temperature. For
stronger F, the height of the barrier decreases, and the barrier is
almost eliminated at F ≳ 107 V/m, as is presented in more
detail in Figure S2a−d.
Equation 34 gives the separation yield that is always an upper

bound to the true separation yield obtained by numerically
solving rate equations embodied in eq 10. Deriving eq 34, we
assume that there is only one rate-limiting step in the process of
charge separation from the initial CT state (the escape from the
initial CT state to intermediate states), while further transitions
from intermediate states toward contact states occur with
certainty. However, in reality, some of these further transitions
may present another obstacle to full charge separation, and, to
fully reproduce the numerical data, eq 34 should be corrected
so as to take other rate-limiting steps into account (it turns out
that such corrections are really important only for strong
enough disorder, vide infra). We can elaborate more on the last
point by noticing that eq 34 is actually a version of the Rubel’s
formula36 that describes the separation of an exciton initially in
state 1 through a series of incoherent hops 1 ⇌ 2 ⇌...⇌ n ⇀ n
+ 1 among localized states, which terminates when free-charge
state n + 1 is reached:

Figure 5. Histograms showing distributions of energies of (a) the
intermediate CT state (which is most strongly coupled to the initial
CT state) and (b) the initial CT state. The histograms are computed
for F = 0.
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One of the main assumptions behind the Rubel’s formula is that
the recombination event is possible only from the initial CT
state 1, its rate being τ1

−1. This assumption is satisfied in our
computations, as we obtain that the major part of
recombination events occurs from the initial CT state, so that
we may identify τinit in eq 34 with τ1 in eq 35. The first rate-
limiting step is the escape from the initial CT state to more
separated (and thus longer-lived) intermediate states, which
justifies the identification of winter,init in eq 34 with w21 in eq 35.
Further rate-limiting steps are taken into account in eq 35 by

the term ∑ ∏= =
−

+i
n

j
i w

w2 2
j j

j j

1,

1,
, which takes care of the fact that, at

each step j that has to be completed to reach state i, there is a
competition between the escape rate wj+1,j toward the free-
charge state n+1 and the back-transfer rate wj−1,j toward the
initial state 1. Rubel et al. have assumed that the pathway from
the initial to the final state is such that hops are possible only
between neighboring states in the sequence 1 ⇌ 2 ⇌...⇌ n ⇀
n+1, while in our model hops are in principle possible among
any two exciton states. Thus, in our model it is difficult to
isolate particular separation paths and ensure that they do not
interfere among themselves. Nevertheless, as evidenced by
quite good agreement between the results presented in Figure
3a, taking into account only the first rate-limiting step is a
reasonable approximation to the full numerical data. This
approximation is, however, plausible only for not too strong
disorder. For stronger disorder, disorder-induced localization
effects become more pronounced, and, on its way toward
contact states, an exciton may reach a state exhibiting strong
localization. Because of its strong localization, this state is
poorly coupled to other states, meaning that it may act as
another recombination center, or it may “reflect” excitons
toward the initial state; that is, it acts as a trap state for charge
separation. Neither of these two possibilities is captured by eq
34; therefore, it cannot accurately reproduce the separation
yield for stronger disorder, as we discuss in the next paragraph.
We continue our discussion on the effects of disorder by

investigating the separation yield for different disorder strengths
σ at zero electric field. Along with the data emerging from
numerically solving eq 10, in Figure 6 we present the data
obtained by means of eq 34. We observe that the dependence
of φ on σ is not monotonic. For very low values of σ (typically
σ < 20 meV in our one-dimensional model), contact states are
generally absent from the spectrum (the disorder is so weak
that disorder-induced localization effects are not pronounced),
and consequently the separation yield within our model is
exactly equal to zero in the majority of disorder realizations.
This is different from predictions of other models describing
incoherent charge separation,36,37 according to which the
separation yield is different from zero for all of the values of
disorder strength down to σ = 0. Therefore, the predictions of
our model are not reliable for too low disorder. Bearing in mind
that typical disorder strength in organic semiconductors is
considered to be of the order of 100 meV,42 the
aforementioned feature of our model does not compromise
its relevance. For stronger disorder (typically σ > 20 meV),
contact states start to appear in the spectrum, and their number
grows with increasing σ. At the same time, the average energy
difference ⟨ℏωinter − ℏωinit⟩ between the intermediate state and

the initial CT state decreases (see Figure S3), and the escape
rate winter,init from the initial CT state to intermediate states
increases (see eq 18). Because the disorder is still not too
strong, further separation from intermediate states is much
more probable than the “implosion” of the pair, meaning that
typically winit,inter/wcontact,inter ≪ 1. The last statement, combined
with the fact that τinit essentially does not depend on σ, gives
that the separation yield determined by eq 34 increases with
increasing σ. However, there exists an optimal disorder strength
σopt for which the separation yield attains a maximum value, so
that for σ > σopt an increase in the disorder strength leads to a
decreased separation yield. In our numerical computations, σopt
is around 60 meV, in good agreement with the results of ref 37,
which also point toward the existence of the optimal disorder
strength. Although for strong disorder the number of contact
states is large, the pronounced disorder-induced localization
starts to impede phonon-assisted transitions among exciton
states. The number of trap states for charge separation (cf.,
previous paragraph) increases, meaning that there is more than
just a single rate-limiting step during the separation of the initial
electron−hole pair. This leads to an increased probability of the
“implosion” of the pair into the initial CT state or the pair
recombination directly from trap states. Therefore, the
separation yield is decreased. As can be inferred from Figure
6, the yield computed using eq 34 (circles) is again an upper
bound to the separation yield obtained by numerically solving
rate equations (eq 10, squares) and approximates it quite well
only for σ ≲ σopt, while for σ > σopt the two separation yields
exhibit opposite trends with increasing disorder strength. While
the true separation yield decreases for σ > σopt, the yield given
by eq 34 monotonically increases in the entire examined range
of disorder strength, consistent with the fact that ⟨ℏωinter −
ℏωinit⟩ monotonically decreases with increasing σ. Equation 34
does not capture further rate-limiting steps in the course of
charge separation, and the highly successful escape from the
initial CT state to intermediate states does not guarantee full
charge separation.
The apparent simplicity of our model enables us to

systematically study the effects of variations of different
model parameters on the efficiency of charge separation
starting from the strongly bound CT state. Let us first examine
how the variations in the electron delocalization in the acceptor

Figure 6. Yield of charge separation from the strongly bound CT state
at F = 0 for different strengths σ of the diagonal static disorder. The
gray area indicates the range of disorder strength in which the
predictions of our model are not reliable. The data labeled by “full” are
obtained by numerically solving rate equations (eq 10), while the data
labeled by “simple” are computed using eq 34.
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(mimicked by variations in the transfer integral JA,0
c,int) and in the

hole delocalization in the donor (mimicked by variations in the
transfer integral JD,0

v,int) affect the separation yield. We obtain that
better delocalization of carriers promotes higher separation
yields; see Figure 7a,b. This can be rationalized using eq 34,

which determines the separation yield as a function of only a
couple of parameters, and following the variation of these
parameters with varying carrier delocalization. When the
separation yield is high (greater than 0.8 already at zero field
and for the lowest investigated values of JA,0

c,int and JD,0
v,int, cf., the

discussion of Figure 4a−d), reasonable variations in JA,0
c,int and

JD,0
v,int do not dramatically influence the separation yield, which
remains high. When the separation yield is low or intermediate
(less than 0.8 at zero field and for the lowest investigated values
of JA,0

c,int and JD,0
v,int), it exhibits a pronounced increase with

increasing transfer integrals JA,0
c,int and JD,0

v,int. Better carrier
delocalization leads to an increase in the escape rate winter,init
from the initial CT state, which, along with the fact that τinit
remains largely unaffected by variations in JA,0

c,int and JD,0
v,int, means

that the separation yield determined by eq 34 is higher.
Next, we comment on the variations that the separation yield

undergoes when the magnitude of the on-site Coulomb
interaction U is changed. In Figure 7c we observe that weaker
electron−hole interaction leads to more efficient charge
separation from the strongly bound CT state. Again, this
beneficial effect of weaker Coulomb interaction may be
attributed to the product τinitwinter,init being (on average) larger
for weaker Coulomb interaction. On a more intuitive level, the
trends in the separation yield presented in Figure 7a−c may be
rationalized by following the changes in the disorder-averaged
energy difference ⟨ℏωinter − ℏωinit⟩ with changing the degree of
carrier delocalization and the strength of the electron−hole
interaction. In Figure S4a1−c3, we compare values of ⟨ℏωinter −
ℏωinit⟩, as well as the energy distributions of the initial and
intermediate CT state, for different JA,0

c,int, JD,0
v,int, and U. We

conclude that better carrier delocalization and weaker
electron−hole interaction favor lower values of ⟨ℏωinter −
ℏωinit⟩, or, in other words, lower the separation barrier from the
CT state. Let us also note that each of the effects studied can
on its own improve the separation from the strongly bound CT
state, because its binding energy strongly depends both on the

degree of carrier delocalization and on the Coulomb
interaction; compare to the discussion of the results (Figure
11a−c) concerning charge separation from the closely
separated donor exciton state.
We have also studied the temperature dependence of the

process of charge separation from the strongly bound CT state.
We observe an approximately 6-fold decrease in the separation
yield when the temperature is decreased from 300 to 100 K; see
Figure 8a. On temperature reduction from 300 to below 50 K,

the separation yield reduces for more than an order of
magnitude. These observations are in agreement with other
numerical studies of charge separation from the strongly bound
CT state,34 and with experimentally obtained temperature
dependence of the photocurrent under an excitation at the low-
energy edge of the CT manifold.65

The effect of the variations in the LUMO−LUMO offset on
the separation yield was studied by changing average on-site
energies εA,0

c , εA,1
c , and εA,0

v in the acceptor part of the bilayer
(see Figure 1) by the same amount, keeping all of the other
model parameters listed in Table 1 unchanged. In first
approximation, these variations manifest themselves in Figure
2a−e as rigid translations of the DOS of space-separated
exciton states (Figure 2b−d) with respect to the DOS of donor
and acceptor exciton states (Figure 2a,e). Figure 8b presents
the dependence of the separation yield at zero electric field on
the LUMO−LUMO offset. For the LUMO−LUMO offset
greater than approximately 0.5 eV, we observe that the
separation yield monotonically decreases with decreasing the
LUMO−LUMO offset; see Figure 8b. A decrease in the
LUMO−LUMO offset leads to a decreased energy difference
between the lowest acceptor (and also donor) state and the
initial CT state; see also Figure 2a−e. We may thus expect that
a sufficient decrease in the LUMO−LUMO offset results in the
involvement of acceptor and donor states in the separation
from the strongly bound CT state. The transitions from the
space-separated manifold toward the acceptor (donor)
manifold are in general much less probable than those inside
the space-separated manifold. However, once an exciton enters
the acceptor (donor) manifold, it can easily recombine, because
the typical lifetime of acceptor (donor) states is shorter than
the lifetime of the initial CT state. In other words, the fact that
acceptor (donor) states participate in the separation of the
strongly bound CT exciton is seen as a decrease in the
separation yield, which is due to the enhanced recombination
from acceptor (donor) states. This is shown in more detail in
Figure S5a,b, which provide data on recombination from
different groups of exciton states. While the recombination
from acceptor states can partially account for the decrease in

Figure 7. Field-dependent separation yield from the strongly bound
CT state for different values of (a) the electron transfer integral JA,0

c,int in
the acceptor, (b) the hole transfer integral JD,0

v,int in the donor, and (c)
the on-site Coulomb interaction U.

Figure 8. Yield of charge separation from the strongly bound CT state
at zero electric field as a function of (a) the temperature (in Arrhenius
representation) and (b) the LUMO−LUMO offset. The reported
values of the LUMO−LUMO offset refer to the ordered system.
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the separation yield observed for LUMO−LUMO offsets below
0.65 eV, the recombination from donor states is reflected in the
decrease seen for LUMO−LUMO offsets below 0.4 eV. We can
estimate these numbers using Figure 2a−e and having in mind
that the LUMO−LUMO offset for that arrangement of exciton
energies is ca. 0.97 eV. A rigid translation of Figure 2b−d by
approximately 0.3 eV (upward in energy) makes the initial CT
state energetically close to the acceptor states in the low-energy
tail of the acceptor DOS, meaning that they can participate in
the separation of the initial CT state. Similarly, a rigid
translation of Figure 2b−d by approximately 0.55 eV makes
the initial CT state energetically close to the donor states in the
low-energy tail of the donor DOS. However, to understand the
behavior of the separation yield in the whole range of LUMO−
LUMO offsets displayed in Figure 8b, we have to remember
that lower LUMO−LUMO offset promotes better coupling
between the two parts of the bilayer, which is mediated by the
D/A couplings JDA

c and JDA
v . As a consequence, reducing the

LUMO−LUMO offset enhances the electron−hole overlap in
CT states, thus decreasing their lifetime and increasing the
recombination from CT states, which is shown in Figures S6
and S5b. Therefore, enhanced recombination from CT states
can explain the decrease in the separation yield observed for
LUMO−LUMO offsets above approximately 0.65 eV.
Charge Separation from a Donor Exciton State. Here,

we aim at understanding which factors control charge
separation starting from a donor exciton state. In numerical
computations, the generation rate gx appearing in eq 10 is set to
a nonzero value only for donor states. We have noted in our
previous publications that the low-energy (closely separated
and strongly bound) donor states are essentially isolated from
the manifold of space-separated states and thus act as trap states
for the separation of the initial donor excitons on subpico-
second time scales.16,17 On the contrary, higher-energy (more
separated and loosely bound) donor states exhibit appreciable
coupling to the space-separated manifold, and we may thus
expect that charge separation starting from these states should
be more probable than that starting from closely separated
donor states.
We perform computations of the yield of the separation of

donor excitons of different energies. We focus on the energy
windows centered around Einit = 2.0 eV (the optical gap of the
ordered donor material), Einit = 2.1 eV, and Einit = 2.2 eV
(significantly above the optical gap of the ordered donor
material), which is indicated by horizontal arrows in Figure 2a.
Because the precise energies of donor states are determined by
the disorder, we choose the initial donor state among the states
that lie in the 50 meV-wide energy windows centered around
the aforementioned energies. One particular donor state out of
the chosen states is selected by the requirement that the
squared modulus of the dipole moment for the direct
generation of donor exciton state x, which is proportional to

ψ∑ α β α β∈i i i
x

D; ( )( )

2

i i i i
,16 be maximum. In other words, among

donor states in a given energy window, we select the state
whose direct generation from the ground state is most
probable. Such a choice of the initial donor state is motivated
by our recent computations in which we have observed that
quite a high fraction of photogenerated excitons remain in the
initially photoexcited donor state on a picosecond time scale
following the excitation.16

In Figure 9, we compare the yields of charge separation
starting from donor states of different energies. As we have

expected, charge separation starting from a higher-energy donor
state is more efficient than that starting from a closely separated
donor state. The yield of the separation from a donor state
situated around Einit = 2.2 eV is practically field-independent
and greater than 0.9 for all of the examined values of the electric
field down to F = 0. The yield is somewhat higher for Einit = 2.2
eV than for Einit = 2.1 eV. On the other hand, the yield of the
separation from a closely separated donor state (Einit = 2.0 eV)
is lower: it is almost constant for electric fields F ≲ 5 × 107 V/
m, its value being around 0.6, after which it rises and reaches
values close to 1 at F ∼ 108 V/m. The value of the electric field
at which the separation from a closely separated donor state
occurs with certainty is almost an order of magnitude larger
than in the case of charge separation from the strongly bound
CT state, see Figure 3a, which is consistent with the fact that
the binding energy of the donor exciton is larger than the
binding energy of the CT exciton.
Let us now analyze in more detail the separation of the

closely separated donor exciton (Einit = 2.0 eV). Our data
suggest that the major part of recombination events occur from
donor exciton states. This is consistent with the fact that
phonon bath-assisted transitions starting from the closely
separated donor exciton state couple it most strongly to other
donor states, while coupling to the space-separated manifold is
in principle much weaker (we note that its coupling to an
acceptor state is practically negligible). The states of the space-
separated manifold to which the closely separated donor state
can couple are typically well spatially separated, long-lived, and
exhibit good coupling to other space-separated states. In other
words, despite the weak coupling, once an exciton in the closely
separated donor state performs a transition to the space-
separated manifold, it is highly probable that it will eventually
reach a fully separated state. Instead of finding the stationary
solution to the full set of rate equations (eq 10) for all exciton
states (excluding contact states), we may compute the
separation yield by solving the rate equations in which we
explicitly consider only donor states x ∈ XD and treat exciton
states x′ that are not of donor character as absorbing states:

∑ ∑τ= − − +−

′
′

′∈
′ ′g f w f w f0 x x x

x
x x x

x
xx x

1 0 0

XD

0

(36)

The separation yield, computed by inserting the solution to eq
36 into an expression analogous to eq 12, which reads as

Figure 9. Field-dependent yield of charge separation starting from
donor exciton states of different energies. The data represented by
filled symbols are obtained by solving the full set of rate equations (eq
10). The data represented by empty circles are obtained by solving the
reduced set of rate equations (eq 36) in case Einit = 2.0 eV.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.8b03114
J. Phys. Chem. C 2018, 122, 10343−10359

10353

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b03114/suppl_file/jp8b03114_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b03114/suppl_file/jp8b03114_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcc.8b03114


φ =
∑ ∑

∑
′∉ ∈ ′

∈

w f

g
x x x x x

x x

XD XD
0

XD (37)

is presented in case Einit = 2.0 eV by empty circles in Figure 9.
We note that the agreement between the two results (full and
empty circles in Figure 9) is quite good, thus validating our
simple picture of charge separation from a low-energy donor
state. The same procedure can be repeated when considering
the separation starting from higher-energy donor states, but the
agreement between the results obtained by solving eq 36 and
the full system of rate equations (eq 10) is worse. An analysis of
recombination events suggests that, in these cases, the acceptor
exciton states are an equally important recombination channel
as the donor exciton states. When the initial donor state is
loosely bound, its direct coupling to acceptor states cannot be
neglected. Further discussion on the limits of validity of the
simple picture of charge separation from donor states embodied
in eq 36 is presented in the next paragraph.
We now turn to the influence of the diagonal static disorder

on the yield of charge separation starting from donor exciton
states of different energies at zero electric field. We focus our
attention on the initial donor states whose energies are around
Einit = 2.0 eV and Einit = 2.2 eV. Together with the separation
yield emerging from numerically solving the full set of rate
equations given in eq 10 (the true separation yield), in Figure
10a,b we also present the data obtained by solving the reduced

set of rate equations (eq 36). We observe that the separation
yield exhibits similar trends with varying disorder strength as
when the separation starts from the strongly bound CT state
(cf., Figure 6). In particular, for not too strong disorder, the
yield increases with increasing disorder strength, it attains the
maximum value when the disorder assumes its optimal value,
after which it decreases. For all of the examined values of
disorder strength, the yield of the separation starting from the
donor state of energy Einit = 2.2 eV is higher than in the case
Einit = 2.0 eV; compare data represented by circles in Figure
10a,b, which again suggests that excitons initially in higher-
energy donor states separate more efficiently than those initially
in lower-energy donor states. While the maximum yield of
separation starting from the donor state of energy Einit = 2.0 eV
is around 0.7, the maximum yield in the case Einit = 2.2 eV is
above 0.9. For both initial states of charge separation, the yield
computed by numerically solving the reduced set of rate

equations (squares in Figure 10a,b) is an upper bound to the
true separation yield (circles in Figure 10a,b) for all of the
examined values of σ. For Einit = 2.0 eV, the separation yield
computed by solving the reduced set of rate equations
reproduces the true separation yield very well when the
disorder strength is from around 40 meV to around 90 meV,
while for stronger disorder the agreement between the yields
computed in two manners deteriorates. This suggests that, for
moderate disorder strength, our simple picture of charge
separation from the closely separated donor state, embodied in
eq 36, is plausible. At stronger disorder, the localization effects
become more important, and recombination may occur from
states that do not belong to the donor manifold as well. On the
other hand, the agreement between the two separation yields in
case Einit = 2.2 eV, see Figure 10b, is less satisfactory than that
in case Einit = 2.0 eV.
We have also examined the dependence of the separation

yield starting from the closely separated donor state on the
magnitude of electron (JD,0

c,int) and hole (JD,0
v,int) transfer integrals

in the donor part of the bilayer. We find that reasonable
variations in these quantities do not induce major changes in
the separation yield; see Figure 11a,b. The reason for this

behavior is the fact that the donor exciton binding energy,
which is a rough measure of the energy barrier that has to be
overcome for free charges to form, is not strongly dependent
on the carrier delocalization in the donor. The factor that
primarily determines the binding energy of the donor exciton is
the strength of the Coulomb interaction. In Figure 11c we
present the field-dependent separation yield for different values
of the on-site Coulomb interaction U. As anticipated, we find
that lowering U leads to a higher separation yield.
The temperature-dependent separation yield at zero electric

field is shown in Figure 12a. We see that lower temperature
leads to lower separation yield because the phonon bath-
assisted processes transferring an exciton in a donor state to the
space-separated manifold (and, eventually, to a state of fully
separated charges) are weaker. The separation yield exhibits a
6-fold decrease when the temperature is lowered from the room
temperature to around 50 K. The intensity of the temperature

Figure 10. Separation yield at zero electric field for different strengths
σ of the diagonal static disorder. The initial state of charge separation
is a donor exciton state of energy around (a) Einit = 2.0 eV and (b) Einit
= 2.2 eV. The data labeled by “full” are obtained by numerically solving
the full set of rate equations (eq 10), whereas the data labeled by
“simple” emerge from the numerical solution to the reduced set of rate
equations (eq 36). Similar to Figure 6, the gray area indicates the range
of disorder strength in which the predictions of our model are not
reliable.

Figure 11. Field-dependent yield of charge separation starting from
the closely separated donor exciton state (Einit = 2.0 eV) for different
values of (a) the electron transfer integral JD,0

c,int in the donor, (b) the
hole transfer integral JD,0

v,int in the donor, and (c) the on-site Coulomb
interaction U.
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variation-induced effect on the separation yield is somewhat
smaller than in case of the separation starting from the strongly
bound CT state; compare to Figure 8a.
In the end, we examine how the value of the LUMO−

LUMO offset affects charge separation from the closely
separated donor state. Figure 12b presents the separation
yield as a function of the LUMO−LUMO offset for the values
of model parameters listed in Table 1 (JDA

v ≠ 0, circles), as well
as for JDA

v = 0 (squares), that is, when states of acceptor excitons
are excluded from the computation. For the LUMO−LUMO
offset above approximately 0.6 eV, we observe that the
separation yield in both cases is essentially the same and
weakly dependent on the particular value of the LUMO−
LUMO offset. This indicates that, in this range of LUMO−
LUMO offsets, charge separation starting from the closely
separated donor state does not involve acceptor exciton states,
which once again validates our simple picture of charge
separation from that state (formally embodied in eq 36).
However, when the LUMO−LUMO offset is below 0.6 eV, the
separation yield in case JDA

v ≠ 0 starts to decrease with
decreasing the LUMO−LUMO offset. On the other hand, in
case JDA

v = 0, a similar decrease in the separation yield is
observed only when the LUMO−LUMO offset is lower than
approximately 0.4 eV. The different behavior of the separation
yield in the two cases signalizes that, when the LUMO−LUMO
offset assumes values lower than ca. 0.6 eV, states of acceptor
excitons are involved in charge separation, and the observed
decrease is due to the recombination from acceptor states. As
we have already noted in the analysis of Figure 8b, when the
LUMO−LUMO offset is around 0.6 eV, the low-energy tails of
the CT and acceptor exciton DOS become energetically close.
Further analysis of recombination events from different groups
of exciton states, which is presented in Figure S7, shows that
the contribution of the recombination from acceptor states to
the total recombination probability becomes appreciable when
the LUMO−LUMO offset is around 0.6 eV. When acceptor
states are excluded from the computation, the independence of
the separation yield on the LUMO−LUMO offset is disturbed
when the energy of the strongly bound CT state is
approximately equal to the energy of the initial donor state,
which occurs for the LUMO−LUMO offset below around 0.4
eV. For even smaller values of the LUMO−LUMO offset, all of
the space-separated states are energetically above the initial
donor state, meaning that full charge separation can be achieved
only by means of energetically upward processes. The decrease
in the separation yield with decreasing LUMO−LUMO offset

can then be attributed to an increased probability of
recombination from donor states.

■ DISCUSSION
This section is devoted to a more detailed discussion of some
aspects of our model.
Let us start by commenting on our results in view of the

reduced dimensionality of our model. Although formally one-
dimensional, the proposed model of a bilayer can be regarded
as a two (or three-)-dimensional model consisting of
periodically repeated chains similar to that shown in Figure 1
that are isolated from each other; that is, the transfer integrals
between (neighboring) chains are equal to zero. We have
established that, within our one-dimensional model, the degree
of charge delocalization, quantified by the values of the electron
and hole transfer integrals, is one of the factors influencing the
(CT exciton) separation efficiency; see Figure 7a,b. On simple
grounds, better delocalization is beneficial to charge separation
because it increases the mean distance (in the direction of a
single chain, which is perpendicular to the D/A interface)
between the electron and hole located in the acceptor and
donor, respectively. If we assigned nonzero values to transfer
integrals coupling different chains, the charges could also
delocalize along the direction perpendicular to the chains
(parallel to the D/A interface) and further increase their
separation. Therefore, it may be expected that the separation
yield would be enhanced in such a genuinely two (or three-
)-dimensional model. This line of reasoning is supported by
studies highlighting the beneficial role of hole delocalization
along polymer chains in charge separation,28,33 particularly if we
keep in mind that the values of the intrachain transfer integrals
are typically larger than those employed in this study. We may
also say that the separation yields we obtain using an effectively
one-dimensional model are the lower limit to those that would
be obtained in a higher-dimensional system. Another possible
interpretation of our results is that they suggest that, to describe
fundamental reasons for efficient charge separation at all-
organic bilayers, it is more important to properly account for
charge delocalization than for dimensionality effects.
Next, we discuss our assumptions concerning the strength of

the carrier−bath interaction. We take that the polaron binding
energy is Epol = 15 meV, which is significantly lower than values
commonly reported in electronic-structure studies of single
PCBM molecules.44,66 The selection of the values of model
parameters implicitly suggests that each lattice site may be
imagined to substitute a polymer chain or a group of fullerene
molecules. In this regard, carrier transfer from one site to
another should not be interpreted as transfer between single
molecules supporting localized carrier states, but rather as
transfer between two aggregates of molecules supporting
delocalized carrier states. It has been demonstrated recently
that, in such a case, the definition of Epol (given in the text
between eqs 22 and 23) should be corrected so as to take into
account delocalization effects, which can substantially reduce
Epol.

67 Having all of these things considered, we believe that our
choice of the magnitude of Epol is reasonable. Larger Epol (while
keeping all other model parameters fixed) would result in a
higher separation yield, because the phonon bath-induced
transition rates (eq 18) would be larger. In this sense, our
results may also be regarded as the lower limit to the separation
yield computed for larger Epol.
Another common choice for the spectral density J(E) (eq

17) when studying charge separation in photosynthetic55 and

Figure 12. Yield of charge separation starting from the closely
separated donor state (Einit = 2.0 eV) at zero electric field as a function
of (a) the temperature (in Arrhenius representation) and (b) the
LUMO−LUMO offset. The reported values of the LUMO−LUMO
offset refer to the ordered system. In (b), we present results in which
acceptor states are included (JDA

v ≠ 0) and excluded (JDA
v = 0) from the

computation.
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OPV systems51,68 is the so-called Drude−Lorentz spectral
density. Because of its algebraic decay at high energies, the
Drude−Lorentz spectral density generally favors coupling to a
wider range of phonon modes than does the Ohmic spectral
density employed here. In Figure S8a−d, we find that the
Drude−Lorentz spectral density promotes higher separation
yield than the ohmic spectral density.
The next comment concerns the number of disorder

realizations over which the averaging is performed and our
definition of the contact region and contact states (eqs 8 and
9). In Figure S9a,b, we present the dependence of the (average)
separation yield at zero electric field on the number of disorder
realizations over which we average. We see that averaging over
more than 200−300 disorder realizations does not lead to
substantial changes in the separation yield. Figure S10a,b
confirms that our results remain qualitatively (and to a good
extent quantitatively) the same when the linear dimension lc of
the contact region and the threshold probability on the right-
hand sides of eqs 8 and 9 are varied within reasonable limits.
In the end, we note that an approach to the separation of

strongly bound CT state similar to ours (eq 34) has been
recently implemented in ref 37. We point out that eq 34 can,
for moderate disorder, reproduce the separation yield in single
disorder realizations without any tunable parameters. On the
other hand, the authors of ref 37 reproduce the nonmonotonic
dependence of the separation yield on the disorder strength
using a formula similar to eq 34, which contains disorder-
averaged transition rates and a tunable parameter. Let us also
mention that eq 34 bears certain similarity to the exciton
dissociation probability in unintentionally doped polymer
materials proposed by Arkhipov et al.69 These authors also
assumed that the formation of free carriers is a two-step
process: the initial exciton dissociates by the electron transfer to
the dopant, while the subsequent charge separation is due to
combined effects of the internal electric field, hole delocaliza-
tion, and carrier recombination. However, the phenomenon of
our interest, that is, the formation of free charges at D/A
interfaces, is significantly different from free-charge formation
in lightly doped conjugated polymers. The model introduced in
ref 69 was devised to rationalize the weak field and temperature
dependence exhibited by the free-charge yield in doped
polymers, which is much smaller than unity. To understand
very efficient charge separation at organic D/A interfaces, this
model was further amended in refs 28 and 30−32.

■ CONCLUSION
Using a one-dimensional model of an all-organic bilayer, we
have modeled and investigated the process of incoherent charge
separation. Our model is microscopic, its parameters have clear
physical significance, and their values are selected on the basis
of literature data on OPV materials. The main advantage of our
model is that it properly takes into account carrier
delocalization, whose importance for efficient charge separation
in OPV systems has been repeatedly recognized.26−28,30,32,33

However, many studies on charge separation at organic
heterointerfaces either employ the approximation of point-like
charges,34,35,61,70 or account for delocalization effects in an
effective way (e.g., by introducing the carrier effective
mass26,28,30,32,33 or evenly smearing charge throughout the
delocalization region27). On the other hand, here, carrier
delocalization is fully and naturaly taken into account by
working in the exciton basis. The charge separation is then
conceived as a sequence of environment-assisted transitions

among exciton basis states that terminates once a free-charge
state is reached. Another important ingredient of our model is
the diagonal static disorder, which is crucial to identify the
counterparts of free-charge states within our description. We
emphasize that the model and method employed in this study
are very general. They may be potentially used, upon
appropriate Hamiltonian modifications and suitable choice of
the values of model parameters, to describe field-dependent
charge generation in many different physical systems, for
example, in a neat polymer materal,14,71 or at an interface
between two polymer materials.
We obtain that the synergy between moderate energetic

disorder and carrier delocalization can explain quite high and
relatively weakly field-dependent separation efficiencies ob-
served in solar cells photoexcited at the low-energy edge of the
CT manifold;6 see Figure 3a. At electric fields typically
encountered in a working organic solar cell (F ∼ 5−10 V/
μm), the efficiency of the separation of the strongly bound CT
exciton is above 0.8. Our analytical treatment, which is sensible
for not too strong disorder, reveals that the separation of the
strongly bound CT exciton is actually governed by only a
couple of parameters, see eq 34, among which the most
important are the recombination rate from the initial CT state
and the escape rate toward more separated and long-lived
intermediate states. Because further separation from inter-
mediate states can proceed without kinetic obstacles, the
competition between the two aforementioned rates describes
the separation quite well. However, strong disorder destroys
this simple picture, because full charge separation then involves
more than just a single rate-limiting step; compare the two
curves in Figure 6. The remedy may then be enhancing carrier
delocalization; see Figure 7a,b. This result is also in agreement
with conclusions of ref 6, which emphasize that, in most
efficient solar cells, the “cold” CT state is only weakly bound
and quite delocalized. Moreover, we observe a much milder
temperature dependence of the separation yield than the
(predominantly) exponential one predicted by the Onsager−
Braun model, see Figure 8a, in agreement with experimental65

and theoretical studies.34 The fact that larger LUMO−LUMO
offsets favor more efficient free-charge generation out of the
strongly bound CT state is attributed to an increased
recombination probability from acceptor and donor states
observed for smaller LUMO−LUMO offsets; see Figure 8b.
The separation of donor excitons is also quite efficient, and

its yield depends on the exciton energy; see Figure 9. The
electric field required to separate the closely separated donor
exciton with certainty is almost an order of magnitude higher
than that needed to separate the strongly bound CT exciton.
Our results suggest that the separation of the closely separated
donor exciton exhibits only one rate-limiting step, that is, the
escape to the space-separated manifold. Carrier delocalization
does not strongly influence this escape; see Figure 11a,b. The
donor exciton separation shows weak temperature dependence,
see Figure 12a, while its decrease with decreasing the LUMO−
LUMO offset is attributed to the recombination from acceptor
states, as in Figure 12b. Relatively weak disorder is beneficial to
donor exciton separation, while strong disorder suppresses it;
see Figure 10a,b.
In summary, our results provide unambiguous evidence that

efficient charge separation can be achieved even out of strongly
bound pair states and are supported by experiments6,13

suggesting that free-charge generation predominantly occurs
on long time scales, from localized initial conditions.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.8b03114
J. Phys. Chem. C 2018, 122, 10343−10359

10356

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b03114/suppl_file/jp8b03114_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b03114/suppl_file/jp8b03114_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b03114/suppl_file/jp8b03114_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcc.8b03114


■ ASSOCIATED CONTENT
*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.jpcc.8b03114.

Numerical data complementing the discussion on the
influence of various model parameters on the separation
yield (PDF)

■ AUTHOR INFORMATION
Corresponding Author
*Phone: +381 (0)11 3713152. E-mail: nenad.vukmirovic@ipb.
ac.rs.
ORCID
Veljko Jankovic:́ 0000-0002-0297-2167
Nenad Vukmirovic:́ 0000-0002-4101-1713
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
We gratefully acknowledge the support by the Ministry of
Education, Science and Technological Development of the
Republic of Serbia (project no. ON171017) and the European
Commission under H2020 project VI-SEEM, grant no. 675121,
as well as the contribution of the COST Action MP1406.
Numerical computations were performed on the PARADOX
supercomputing facility at the Scientific Computing Laboratory
of the Institute of Physics Belgrade.

■ REFERENCES
(1) Gao, F.; Inganas̈, O. Charge Generation in Polymer-Fullerene
Bulk-Heterojunction Solar Cells. Phys. Chem. Chem. Phys. 2014, 16,
20291−20304.
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1 Influence of Interfacial Electric Field on Charge Sep-

aration From the Strongly Bound CT State

Here, we show how the interfacial electric field affects relative positions of low-energy edges
of the disorder-averaged DOS of CT (CT0 band) and contact states. In Figure S1a-d, for
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Figure S1: The low-energy tails of the DOS of CT states belonging to CT0 band (right
panel of each figure) and contact states (left panel of each figure) for different magnitudes
of the interfacial electric field: (a) F = 0, (b) F = 106 V/m, (c) F = 5 · 106 V/m, and (d)
F = 107 V/m. The histograms show distributions of the energy of the initial CT state (right
panel of each figure) and the lowest contact state (left panel of each figure) for different
disorder realizations. The width of the bins on the energy axis is 10 meV. Note that the
energy range displayed in (a) and (b) is different from the one in (c) and (d).

four different magnitudes of the electric field, we compare low-energy edges of the disorder-
averaged densities of CT (CT0 band) and contact states along with relative-frequency his-
tograms of the energy of the initial CT state and the lowest-energy contact state. The
magnitudes of the electric field in Figure S1a-d match those reported in Figure 4a-d of the
main body of the manuscript.

For relatively weak electric fields, see Figure S1a,b, the lowest-energy contact state lies
energetically above the initial CT state. An increase in the interfacial electric field leads to
a lower average energy difference between the initial CT state and the lowest-energy contact
state, which can be estimated to be around 0.13 eV for F = 0 and around 0.08 eV for
F = 106 V/m. However, for stronger electric fields, see Figure S1c,d, the lowest-energy
contact state lies (on average) energetically below the initial CT state. We also note that
increasing F moves the low-energy tails of both the DOS of CT and contact states toward
lower energies, while the energy distribution of the initial CT state at the same time changes
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only slightly. The initial CT states lie in the tail of the CT DOS for weak F , while for stronger
F the tail contains more spatially separated CT states, which is particularly pronounced in
Figure S1d.

Our discussion on the separation of the strongly bound CT exciton reveals that the
separation efficiency is not primarily determined by the relative position of the lowest contact
state with respect to the initial CT state. Instead, the separation barrier is determined by the
relative position of the initial CT state with respect to the intermediate CT state to which
its coupling is strongest. For this reason, in Figure S2a-d we present the histograms of the
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Figure S2: The histograms showing the energy distribution of the initial CT state (right
panel) and the intermediate CT state (left panel) for (a) F = 0, (b) F = 106 V/m, (c)
F = 5 · 106 V/m, and (d) F = 107 V/m. In (e) and (f), we present the same histograms as
in (c) and (d), respectively, but in a wider energy range.

normalized number of disorder realizations in which the initial CT state (right panel of each
figure) and the intermediate CT state most strongly coupled to it (left panel of each figure)
assume values in particular energy windows. The histograms are computed for the values
of F matching those in Figure 4a-d of the main text and each figure is accompanied by the
disorder-averaged energy difference 〈~ωinter−~ωinit〉 between the intermediate and the initial
CT state. Comparing Figure S2a-d, we observe that increasing F leads to a lower energy
difference between the maxima of the two histograms, which manifests itself as lower average
energy difference between the intermediate and the initial CT state. The difference between
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the separation yields for F = 0 and F = 106 V/m is quite small, see Figure 3a of the main
text, which is seen here as almost the same energy difference between the intermediate and
the initial CT state. At stronger fields, the increase in the separation yield with increasing
F is more pronounced, see Figure 3a of the main text, and here we observe a pronounced
decrease in the energy difference 〈~ωinter − ~ωinit〉. At F = 107 V/m, the separation yield
is almost equal to 1, while the energy barrier between the initial and the intermediate CT
state is almost eliminated.

For the completeness of the discussion, we now focus on relatively strong interfacial
electric fields, for which we have already observed (see Figure S1c,d) the displacement of the
strongly bound CT state from the low-energy tail of the CT DOS toward higher energies. In
Figure S2e,f we present the same histograms as in Figure S2c,d, respectively, but in a wider
energy range. At stronger fields, we observe that the initial CT state chosen by our criterion
(the state belonging to the CT0 band with minimal mean electron-hole distance) may be
situated in the high-energy tail of the CT DOS as well. This effect is stronger for stronger
F . Still, in the majority of disorder realizations, the initial CT state is energetically close to
the low-energy tail of the CT DOS.

2 Influence of Disorder on the Energy Difference be-

tween the Initial and Intermedate CT state

In Figure S3 we show the disorder-averaged energy difference 〈~ωinter − ~ωinit〉 between the
intermediate and the initial CT state for different disorder strengths. We observe that
〈~ωinter − ~ωinit〉 exhibits a monotonic decrease with increasing σ.
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Figure S3: The disorder-averaged energy difference 〈~ωinter − ~ωinit〉 (which can also be
interpreted as the average energy barrier for the separation of the initial CT exciton) as a
function of the disorder strength σ. As in Figure 6 of the main text, the gray area indicates
the range of disorder strength in which the predictions of our model are not reliable.
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3 Further Comments on the Dependence of the Yield

of the Separation from the Strongly Bound CT state

on J c,int
A,0 , Jv,int

D,0 and U

The results to be presented here are intended to complement the discussion accompanying
Figure 7a-c of the main text. Namely, in Figure S4a1-c3 we provide histograms of the
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Figure S4: The histograms showing the energy distributions of the initial CT state (right
panel of each figure) and the intermediate CT state (left panel of each figure) for different
values of (a1-a3) electron transfer integral Jc,int

A,0 in the acceptor, (b1-b3) hole transfer integral

Jv,int
D,0 in the donor, and (c1-c3) on-site Coulomb interaction U . Each figure is accompanied

by the disorder-averaged energy difference between the initial and the intermediate CT state.

energy distribution of the initial CT state (right panel of each figure) and the intermediate
CT state (left panel of each figure), together with the disorder-averaged energy difference
〈~ωinter−~ωinit〉 between these states. Figure S4a1-a3 is obtained for different values of Jc,int

A,0 ,

Figure S4b1-b3 for different values of Jv,int
D,0 , while Figure S4c1-c3 displays results for different

U . In the main body of our manuscript, we emphasized that better carrier delocalization and
weaker Coulomb interaction facilitate the separation of the strongly bound CT exciton. Here,
we see that higher separation yields can be ascribed to smaller average energy separation
between the initial and the intermediate CT state, since larger Jc,int

A,0 , larger |Jv,int
D,0 |, and

smaller U lower this energy difference.
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4 More Elaborate Discussion on the Dependence of the

Separation from CT state on LUMO-LUMO offset

Here, we present further details on the influence of the LUMO-LUMO offset on charge
separation starting from the strongly bound CT state. Along with the computation whose
results are presented in the main body of our manuscript, we perform another computation
of the separation yield for different LUMO-LUMO offsets in which we take Jv

DA = 0, i.e.,
we exclude states of acceptor excitons from the computation. The results are presented in
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Figure S5: (a) The yield of charge separation from the strongly bound CT state at zero
electric field for different LUMO-LUMO offsets and Jv

DA 6= 0 (circles, presented also in the
main text) and Jv

DA = 0 (squares). (b) The recombination probability from acceptor (circles),
donor (squares), and CT (diamonds) states for different LUMO-LUMO offsets (Jv

DA 6= 0).

Figure S5a, and the comparison between them help us unveil the importance of acceptor
exciton states in the separation of the strongly bound CT exciton.

For the LUMO-LUMO offset larger than approximately 0.5 eV, the monotonic decrease
in the separation yield with decreasing the LUMO-LUMO offset has two different roots. As
suggested in the main text, low enough LUMO-LUMO offset (below approximately 0.65 eV)
makes acceptor states participate in the separation of the strongly bound CT state. The
other root, which is important for LUMO-LUMO offsets above approximately 0.65 eV, is
the reduction of the lifetime of CT states that is caused by an enhanced overlap of single-
particle states in the two parts of the bilayer. Namely, the lifetime of exciton state x is
determined by the (weighted) spatial overlap of the electron and hole wavefunction moduli.
For CT states, in which the electron and hole are located in different regions of the bilayer,
this overlap is primarily determined by the values of the D/A transfer integrals Jc

DA and
Jv

DA. Decreasing the LUMO-LUMO offset makes the coupling between the two parts of the
bilayer more effective, meaning that the aforementioned overlap is larger and the lifetime
of all the CT states is smaller, see Figure S6. Consequently, the recombination rate from
CT states becomes larger, which can account for smaller separation yield with decreasing
LUMO-LUMO offset.

The value of the LUMO-LUMO offset at which the involvement of acceptor exciton states
becomes important may also be estimated by monitoring the amount of recombination oc-
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Figure S6: The disorder-averaged lifetime of the initial CT state as a function of the LUMO-
LUMO offset (Jv

DA 6= 0).

curring from acceptor states for different LUMO-LUMO offsets. In Figure S5b we depict the
recombination probabilities from acceptor, donor, and CT states as functions of the LUMO-
LUMO offset. While for LUMO-LUMO offsets greater than 0.6-0.65 eV the recombination
predominantly occurs from CT states, for smaller LUMO-LUMO offsets recombination from
acceptor states becomes nontrivial and prevails over the recombination from CT states al-
ready for LUMO-LUMO offsets smaller than ca. 0.55 eV. Therefore, in a rather wide range
of LUMO-LUMO offsets (above 0.6-0.65 eV), the observed decrease in the separation yield
with decreasing the LUMO-LUMO offset stems from an increase in the spatial overlap of the
electron and hole in CT states. The recombination from donor states becomes important for
LUMO-LUMO offsets smaller than ca. 0.4 eV (at ca. 0.4 eV, the initial CT state becomes
approximately resonant with the lowest donor state), which can account for a slight decrease
in the separation yield observed in this range of LUMO-LUMO offsets.

We also observe that, for all the examined values of the LUMO-LUMO offset, the sepa-
ration yield for Jv

DA = 0 is somewhat higher than for Jv
DA 6= 0. Setting Jv

DA to 0 lowers the
spatial overlap of the electron and hole in all the CT states with respect to the case Jv

DA 6= 0,
which can explain systematically larger separation yields for Jv

DA = 0 than for Jv
DA 6= 0.
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5 Influence of the LUMO-LUMO offset on Charge Sep-

aration of the Closely Separated Donor Exciton: Anal-

ysis of Recombination Events
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Figure S7: The recombination probability from donor (circles), acceptor (squares), and CT
(diamonds) states as a function of the LUMO-LUMO offset. The separation starts from the
closely separated donor exciton state (Einit = 2.0 eV) and Jv

DA 6= 0.
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6 Influence of the Form of Spectral Density J(E) on

the Separation Yield

In this section, we aim at understanding how the choice of the phonon-bath spectral density
J(E) we make in our manuscript affects the presented results on the yield of charge separation
from CT and donor states. In the main text, we employed the Ohmic spectral density

JOhm(E) = ηEe−E/Ec (1)

which is characterized by two parameters (η and Ec). The global measure of the strength of
the interaction of carriers with the phonon bath is the polaron binding energy

Epol =

∫ +∞

0

dE
J(E)

E
(2)

In other words, the contribution to Epol originating from bath modes of energies between E
and E + dE is J(E) dE/E. Therefore, function

f(E) =
J(E)

E
(3)

describes the contribution of bath modes of energies near E to the polaron binding energy.
Apart from the Ohmic spectral density, here we consider the so-called Drude-Lorentz

spectral density

JDL(E) =
2

π
∆

E · ~γ

E2 + (~γ)2
(4)

which is characterized by two parameters, ∆ and ~γ. The polaron binding energy is Epol,DL =
∆, while ~γ determines the energy range of bath modes whose coupling to the system is
appreciable. While the behavior of JOhm at large energies (E ≫ Ec) is essentially exponential,
JDL(E) decreases only algebraically for E ≫ ~γ. Similar situation is observed when we
compare functions f(E) for the two forms of spectral densities, which read as

fOhm(E) = e−E/Ec , fDL(E) =
2

π
∆

~γ

E2 + (~γ)2
(5)

We perform computations of the separation yield using the Drude-Lorentz spectral density
for which we assume that

(a) Epol is the same as for the Ohmic spectral density, i.e., ∆ = ηEc;

(b) energy E∗ at which the following equality holds (n is real constant), f(E∗) = f(0)/n,
is equal to the corresponding quantity computed using the Ohmic spectral density, i.e.,

~γ = Ec
ln n√
n− 1

.

In other words, we estimate the parameters of the Drude-Lorentz spectral density so that
function fDL(E) is in some sense similar to function fOhm(E). As in the main text, we take
the parameters of the Ohmic spectral density η = 1.5, Ec = 10 meV, and we use n = 10 to
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obtain the following values of parameters of the Drude-Lorentz spectral density: ∆ = 15meV
and ~γ = 7.675meV. In Figure S8a,b we show J(E) and f(E) for the two spectral densities,
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Figure S8: (a) The comparison of Ohmic (eq 1, solid line) and Drude-Lorentz (eq 4, dashed
line) spectral densities. (b) The comparison of functions fOhm(E) and fDL(E) (eq 5) for
Ohmic (solid line) and Drude-Lorentz (dashed line) spectral density. (c) The field-dependent
yield of charge separation from the strongly bound CT state for Ohmic (squares) and Drude-
Lorentz (circles) spectral densities. (d) The field-dependent yield of charge separation from
the closely separated donor state (energy around 2.0 eV) for Ohmic (squares) and Drude-
Lorentz (circles) spectral densities.

respectively, while Figure S8c,d presents a comparison of the yield of charge separation
starting from the strongly bound CT state (Figure S8c) and the closely separated donor
state (Figure S8d).

We observe that the separation from the strongly bound CT state is more efficient for
Drude-Lorentz than for Ohmic spectral density. This can be rationalized by comparing the
two J(E) curves in Figure S8a. While Ohmic spectral density favors coupling to the low-
energy (E . 50 meV) bath modes, Drude-Lorentz spectral density also allows for appreciable
coupling to the high-energy bath modes, making the number of accessible exciton states from
any given exciton state larger. The number of possible intermediate CT states mediating
the conversion of the initial CT exciton to free charges is therefore larger for Drude-Lorentz
than for Ohmic spectral density and, consequently, the separation yield is also larger. On
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the other hand, the separation from the closely separated donor state does not exhibit
pronounced dependence on the particular form of the spectral density. The crucial step in
charge separation from the donor state is the escape out of the donor exciton manifold, which
is much less probable than any of the transitions taking place within the donor manifold.
The limiting factor determining the “ease” of this escape is the spatial proximity factor,
which has not been changed. This is different from the separation from the CT state, where
the spatial proximity factor is less important (since pairs do not leave the space-separated
manifold), and the transition rate is governed by the energy-dependent factor containing
J(E).

7 Influence of the Number of Disorder Realization on

the Separation Yield

In this section, we demonstrate that averaging over 256 disorder realizations is sufficient
to provide us with reliable results. To this end, we perform a computation of the yield of
charge separation from the strongly bound CT state in which we average over 32, 64, . . . , 512
disorder realizations. In Figure S9a, we observe that, performing at least ∼ 250 disorder
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Figure S9: (a) The yield of the separation of the strongly bound CT state at F = 0 as a
function of the number of disorder realizations over which the averaging is performed. (b)
The field-dependent separation yield averaged over different number of disorder realizations.

realizations, the mean yield stabilizes around the value of 0.62±0.01. Figure S9b shows that
similar situation is observed in the whole investigated region of the interfacial electric fields.

8 Influence of the Definition of Contact States on the

Separation Yield

The definition of contact states as analogues of free-charge states within our model contains
two main ingredients: the dimension of the contact region lc (in units of lattice spacing),
and the minimal amount of the state localization in the contact region that permits us to
identify it as a contact state. In the main body of the manuscript, we take lc = 11, while
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the localization criteria that contact state x meets are

lc−1∑
i=0

∑
j

∑
αiβj

|ψx
(iαi)(jβj)

|2 ≥ 0.7,
∑

i

2N−1∑
j=2N−lc

∑
αiβj

|ψx
(iαi)(jβj)

|2 ≥ 0.7 (6)

Here, we investigate how changes in these two quantities alter the presented results for
the field-dependent separation yield from the strongly bound CT state presented. We first
vary lc, and keep the localization criteria unchanged. The changes in the field-dependent
separation yield induced by these variations are summarized in Figure S10a. Then, we keep
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Figure S10: The field-dependent separation yield from the strongly bound CT state (a)
for different lengths lc of the contact region of the bilayer, and (b) for different threshold
probabilities of the localization of the electron and hole in the contact region that permit us
to identify contact states.

lc unchanged, while we change the localization criteria embodied in eq 6 by changing the
threshold probability of the localization of the electron and hole in the contact region, see
Figure S10b. We observe that reasonable variations in both lc and threshold probability do
not induce major qualitative (and neither quantitative) changes in the results presented in
the main text.
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