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Abstract. Online communications at web portals represents technology-mediated user interactions, leading
to massive data and potentially new techno-social phenomena not seen in real social mixing. Apart from
being dynamically driven, the user interactions via posts is indirect, suggesting the importance of the
contents of the posted material. We present a systematic way to study Blog data by combined approaches
of physics of complex networks and computer science methods of text analysis. We are mapping the Blog
data onto a bipartite network where users and posts with comments are two natural partitions. With the
machine learning methods we classify the texts of posts and comments for their emotional contents as
positive or negative, or otherwise objective (neutral). Using the spectral methods of weighted bipartite
graphs, we identify topological communities featuring the users clustered around certain popular posts,
and underly the role of emotional contents in the emergence and evolution of these communities.b

1 Introduction

Science of the Web [1] is an emerging multidisciplinary
area with interconnected contributions from the physics of
complex dynamical systems, computer science, and social
science. Apart from developing technology and algorithms
for safe and efficient information processing, the research
of Web concerns with understanding its structure [2] and
the underlying evolution mechanisms [3] as well as the
emergent social phenomena among Web users [4,5]. In this
work we present a systematic methodology for study of the
collective user behavior on Web portals. The approach is
based on the physics of complex networks and the com-
puter science methods of text analysis.

Emotions & Emerging Behavior in Cyberspace. Recent
developments of the communication technologies have
induced new types of human interactions mediated by
the computer networks and on-line availability of differ-
ent types of data. This makes the basis for new prac-
tice of social communications leading to potentially new
technology-driven social phenomena not observed in con-
ventional social mixing and thus calling for new science
approaches [1,4,6,7]. On the other hand, huge amount of
data of user communications over different Web portals
is rapidly accumulating, which offers fabulous possibili-
ties for the empirical study. The methodology of complex
dynamical systems and mapping the data onto networks
provides the ways to detailed quantitative analysis.

a e-mail: Bosiljka.Tadic@ijs.si
b All data are fully anonymized. No information about user

IDs are given.

An important feature of the online communications is
that user interactions are mediated by the posted material,
e.g., the text of posts and comments on the Blogs, studied
here. The indirect interactions not just change the conven-
tional social rules known in face-to-face communication,
but also indicates the importance of the contents of the
posted material [8–10]. In the Blogs, the posted text may
in different ways affect the behavior of the users who read
it, depending on the information that the text contains,
but also by featuring certain aesthetic, moral or emotional
contents [8,11]. Recent studies increasingly show that the
emotions expressed in the text (or other posted materi-
als) play an important role in the online social dynamics.
The strength of the emotions expressed by an individual,
e.g., the user reading a posted text, can be measured in
the laboratory [12] and observed on the level of large-scale
social effects [11,13,14].

A number of conceptually different Web sites are
currently available, ranging from the consumers opinion
about products, e.g., movie database (IMDb), books and
music records (Amazon), across the sites with exchange of
opinions about everyday events (Diggs, Blogs, Forums),
to fast on-line communication on friendship-based net-
works (Facebook, FriendFeed, MySpace). The Blogs are
conceptually in between the consumer networks and the
friends networks, mentioned above, and thus play a special
role in the study of social on-line communities [8,9,15–19].
In Blogs authors express and exchange their opinion via
written (short) texts, with other users, who are generally
not acquaintances in real life. Registration of bloggers is
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required on many Blogsites, which enables quantitative
analysis and tracing user’s activity over time.

Network representations of on-line interactions. Net-
work representations of complex dynamical systems in-
cluding social systems, has proved as a useful tool for
quantitative study both in terms of the structure and
the dynamics over networks (for a recent review see
Ref. [20,21]). Mapping the data related to different so-
cial media onto networks reveals correlated dynamical be-
haviors, which is manifested in power-law dependences
in the structure of networks and other related distribu-
tions [19,22–27]. The study of group formation in the net-
works related to movie data [22,28,29], music genre [24,25],
subject of the posts in Blogs [19], forums [30], news sites
and conference publication [31], etc., show that similar
mechanisms might underline the behavior of humans in
these on-line communications. Methods for analyzing con-
tent of short messages and textual posts [5,32] and their
emotional content [12,33,34] enable understanding how
the interactions on micro-level (user-to-post-to-user) leads
to large-scale behavior within these virtual communities.

Mapping the data onto bipartite networks [19,22,25,28]
is a suitable representation which enables the analysis
and identification of different user communities. Statis-
tical theory and community detection using the meth-
ods of the eigenvalue spectral analysis of networks re-
veal that different mechanisms may drive the dynamics on
very popular post compared to all other posts. (Details of
the spectral analysis of modular networks are described
in Ref. [35], while other methods based on maximization
of modularity are reviewed in Ref. [36,37]). In particular,
the behavior of bloggers on normally popular posts [19]
appears to follow a pattern of self-organized dynamical be-
havior and communities mostly related with the subject
preference. Whereas, subjects appear completely mixed
in the case of very popular Blogs [19], indicating different
underlying mechanisms.

In this work we focus on studying popular posts
collected from bbc.co.uk/blogs/ by mapping the high-
resolution data onto bipartite graphs and finding com-
munities of users on it. We study the text of posts and
comments of users within these communities with the aid
of machine learning approaches, trained to detect and dis-
tinguish emotions in text. This enables us to study sys-
tematically the role of the emotions in the emergence and
the evolution of the user communities and the patterns of
user behavior at these popular posts.

2 Data structure and contents of popular
blogs

We collected data [19] from the bbc.co.uk/blogs/ site for
time period of nearly two years, from June 2007 till Febru-
ary 2009. The dataset contains high temporal resolution
of user IDs related action, posting comments related to a
given post, as well as the IDs of the posts and comments
and their text. The concept of the BBC Blogs is rather
special: The original posts are written by few (invited)

authors, who often do not take part in the discussion.
All posts belong to one of the predefined categories, ac-
cording to their subjects. Users are registered by IDs and
allowed to make comments on these posts. The informa-
tion about comment-on-comment is not stored, so that
all comments are automatically attributed to the original
post. The whole dataset consists of NP = 3792 posts and
NC = 80873 comments written by NU = 21462 users.

As mentioned above, we focus on the popular posts
and analysis of the emotional contents of user comments
related to them. As the popularity break-point occurs at
the number of comments �100 (see the discussion below
and Ref. [19]), from the entire dataset we select these posts
and all users and their comments related to them. We
find NP = 248 popular posts and NU = 13 674 users who
wrote NC = 53 606 comments on these posts. We down-
loaded text of each of these posts and text of each related
comment, and analyzed it with the emotion classifier, de-
scribed below. These posts appear to belong to five differ-
ent subject categories: Business and Economy, Music and
Art, Sport, Technology and Nature and Science. Knowing
the authors and the posting times for all posts and com-
ments, we are able to reconstruct temporal patterns of
users behavior and link it to the emotional contents of the
texts.

2.1 Mapping the data onto bipartite networks

The Blog data can be suitably represented by directed
bipartite graphs with users as one partition, and posts
and comments, as the other partition [19]. By defini-
tion [38], in bipartite networks links are allowed only be-
tween nodes of different partitions, which completely re-
spects the structure of the interaction between users over
posts and comments in the Blog data. In the data we
have iU = 1, . . . , NU users and jB = 1, . . . , NP + NC

posts and comments, which together make N = 106 127
nodes of the bipartite network which eventually is reduced
to N = 67 528 nodes in the case of the popular posts.
The post/comment jB is linked to its author iU trough
a directed link that points form user to posts/comment,
(iU → jB). A directed link in the opposite direction
(iU ← jB) indicates that the user iU left a comment on the
post jP . (Note that one user can write more than one com-
ment to a specific post, resulting in the multiple outgoing
links). Following these rules we obtain a directed bipartite
network representation of the blog data. An example of a
single-post network, which illustrated these rules is shown
in Figure 1a. Together with the information about time of
the appearance of each user, post, comment and the link,
the network contains full information from the dataset.
Applying the graph theory methods we can now study the
structure of the interactions at different levels, from indi-
vidual nodes of both partitions, to the mesoscopic (com-
munity) structure to the level of the entire network, as
well as the evolution of the network. We utilize the emo-
tional content of each post and comment as an additional
feature that interferes with the network structure. It is
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Fig. 1. (Color online) Example of a directed bipartite network
with users (circles) and comments (squares) related to a par-
ticular post (a) and a weighted symmetrical posts-and-users
network (b). Color of the posts and comments indicates their
emotional content classified as positive (red), negative (black)
or neutral (white).

indicated by the color of the comments (see detailed dis-
cussion below). Note that these networks can become very
large, depending on the dataset considered.

Other suitable representations can be obtained by
compressing or projecting from these bipartite graphs. In
reference [19] we have studied several networks of Blog
data obtained by projecting of the bipartite networks onto
user-projection and post-and-comments projection. For the
purpose of this work, i.e., the networks of popular posts,
we consider a compression of the whole network into a
weighted bipartite network, which consists of users and
posts only, while the weights of the links between them
is given by the number of comments that the user left on
the related post. An example of such network is also given
in Figure 1b, together with the color, that indicates the
cumulative emotional content of all comments related to
the post.

2.2 Extracting emotions from text sentences

We view the problem of extracting the emotions from text
sentences as a classification problem. The general aim of
classification is, given a document1 D and a fixed set of

1 The term “document” is used here in the broadest of senses,
signifying a sequence of words. In realistic environments, “doc-

classes C = {c1, c2, ...ct}, to assign D to one, or more, of
the available classes.

We have implemented two supervised, machine-
learning classifiers for estimating the probabilities whether
a document D is objective or subjective, positive or nega-
tive. The classifiers function in a two-tier fashion: the first-
stage classification determines the probabilities of whether
D is objective of subjective, i.e., C1 = {obj, sub}, and the
second determines the probabilities of the polarity of the
document, i.e., C2 = {neg, pos}, if it was classified as sub-
jective in the first-tier classification. The final output of
the classifiers is therefore one of {obj, neg, pos}.

We have utilized language model classifiers [39,40] for
both classification tasks. The aim of the classifiers is to
maximize the posterior probability P (c|D), that a given
document D belongs to class c. Typically, the best class
is the maximum a posteriori (MAP) class cMAP :

cMAP = arg max
c∈C
{P (c|D)} . (1)

Using Bayes rule, we get:

cMAP = arg max
c∈C

{
P (D|c) ∗ P (c)

P (D)

}

∝ arg max
c∈C
{P (D|c) ∗ P (c)} . (2)

Furthermore, we have removed the denominator P (D)
since it does not influence the outcome of the classifica-
tion. P (c) is the prior that indicates the relative frequency
of class c, i.e., all other things being equal, the classifier
will prefer the most frequent class.

Language models operate by estimating the probabil-
ity of observing document D, given class c. We represent
D as token sequence {w1, w2, . . . wn}, therefore the aim of
a language model is to estimate the probability of observ-
ing the above sequence, given c:

P (D|c) = P (w1, w2, ...wn|c)
= P (w1|c) ∗ P (w2|c, w1) ∗ ... ∗ P (wn|c, w1, w2, ..., wn−1)

=
n∏

i=1

P (wi|c, w1, ..., wi−1). (3)

Usually, an n-gram approximation is used to estimate
equation (3), which assumes that the probability of to-
ken wi appearing in document D depends only on the
preceding n− 1 tokens:

P (wi|c, w1, . . . , wi−1) = P (wi|c, wi−(n−1), . . . , wi−1). (4)

A straightforward way to calculate the maximum like-
lihood estimate of P (wi|c, wi−(n−1), ..., wi−1) during the
training phase of the classifier, given a set of documents
and their respective categories, is by counting the fre-
quency of occurrences of the tokens sequences:

P (wi|c, wi−(n−1), . . . , wi−1) =
#(c, wi−(n−1) . . . wi)

#(c, wi−(n−1) . . . wi−1)
,

(5)

ument” can be any sort of textual communication between two
or more parties, such as blog posts, forum comments or In-
stance Messaging utterances.
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where #(c, wi−(n−1) . . . wi−1) is the number of occur-
rences of token sequence wi−(n−1) . . . wi−1 in documents of
class c during the training phase and #(c, wi−(n−1) . . . wi)
is respectively the number of occurrences of sequence
wi−(n−1) . . . wi in documents of class c during the training
phase.

Despite the simplification that we introduced for the
estimation of P (D|c) using n-grams, the probabilities of
actually observing a significant number of times, any spe-
cific sequence of n tokens in the training set is susceptible
to the sparse data problem, especially for large values of
n (i.e. usually more than 3) and small to medium-sized
training corpora. Simply put, high order n-grams do not
occur often enough to provide a strong indication of class
preference.

For that reason, we usually further break the estima-
tion of probability P (D|c) to smaller n-grams, in a process
that is called smoothing. There are various methodolo-
gies for smoothing [40], such as Laplace, Good-Turing or
back-off estimators, etc, but in this work we adopted the
Witten-Bell approach [41]. Therefore:

P (wi|c, wi−(n−1), . . . , wi−1) =

λ(c,wi−(n−1),..., wi−1) ∗ P (wi|c, wi−(n−1), . . . , wi−1)

+
(
1−λ(c,wi−(n−1),..., wi−1)

)
∗ P (wi|c, wi−(n−2), . . . , wi−1),

(6)

where

λ(c,wi−(n−1),...,wi−1) =

#(c, wi−(n−1), . . . , wi−1)
#(c, wi−(n−1), . . . , wi−1) + L ∗W(c,wi−(n−1),..., wi−1)

. (7)

Here W(c,wi−(n−1),..., wi−1) is the number of extensions of
the specific token sequence:

W(c,wi−(n−1),..., wi−1) =∣∣{wk|#(c, wi−(n−1), . . . , wi−1, wk) > 0
}∣∣ (8)

and L is the hyperparameter of the distribution. Its aim
is to provide a balance between higher and lower order
n-grams. A high value of L gives more weight to lower
n-grams, which is usually appropriate for smaller training
sets, where the probability of encountering a higher order
n-gram is small. In the reported experiments, the value of
L was set to the value of the longest n-gram.

The algorithms for training and applying the classifier
are presented in pseudocode below.

We experimented with unigrams and bigrams (n =
1, 2, respectively) which provide an acceptable compro-
mise between effectiveness and efficiency. We trained
the language model classifiers on the BLOGS06
dataset [42,43]. The dataset is comprised of an uncom-
pressed 148GB crawl of approximately 100 000 blogs and
their respective RSS feeds. The dataset has been used for
3 consecutive years by the Text REtrieval Conferences
(TREC)2.

2 www.trec.nist.gov

Algorithm 1 Train Language Model classifier
1: INPUT: Documents D = {d1, . . . , dn}, Classes (C =

{c1, . . . , ct}), Function Φ : D × C → {T, F}, Value of n

2: W ⇐ {wk−(n−1), ..., wk|di =
{w1, ..., wk−(n−1), ..., wk, ..., wn} ∈ D}

3: for all c ∈ C do
4: |Dc| ⇐ |{di|di × c → {T}}|
5: P (c) = |Dc|/|D|
6: Wc ⇐ {wk−(n−1), ..., wk|Φ(di, c) = T}
7: for all w ∈ Wc do
8: Count #(c, w)
9: end for

10: for all w ∈ Wc do
11: P (w|c) ⇐ Equation 6
12: end for
13: end for
14: return n, W,P (c), P (w|c)

Algorithm 2 Apply Language Model classifier
1: INPUT: n, W,P (c), P (w|c) from Algorithm 1
2: INPUT: Document d = {w1, w2, ...wn} to be classified
3: Wd ⇐ {wk−(n−1), ..., wk|d =

{w1, ..., wk−(n−1), ..., wk, ..., wn}}
4: for all c ∈ C do
5: Score(d) ⇐ P (c)
6: for all w ∈ Wd do
7: Score(d)+ = P (w|c)
8: end for
9: end for

10: return arg maxc∈C Score(d)

Participants of the conference are provided with the
task of finding documents (i.e. blog posts) expressing an
opinion about specific entities X , which may be people,
companies, films etc. The results are given to human as-
sessors who then judge the content of the posts and assign
each one a score: “1” if the document contains relevant,
factual information about the entity but no expression of
opinion, “2” if the document contains an explicit nega-
tive opinion towards the entity and “4” is the document
contains an explicit positive opinion towards the entity.
We used the produced assessments from all 3 years of the
conference to train our classifiers, resulting in 150 differ-
ent entity searches and 16 481 documents with a score of
“1”, 7 930 documents with a score of “2” and 9 968 with a
score of “4”, which were used as the “gold standard” for
training our classifiers.

Specifically, for the first-level classification (i.e. C1 =
{obj, sub}) we used the documents that were given a label
of “1” as objective and the union of “2” and “4” as subjec-
tive. For the second stage classifier (i.e. C2 = {pos, neg}),
we used the documents assigned a label of “2” as negative
and “4” as positive. The resulting classifiers have an ac-
curacy of approximately 70% for either classification task,
using 10-fold cross validation.

www.trec.nist.gov
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3 Emergent structure of networks at popular
blogs

3.1 Topology of bipartite networks and their
projections

Topological properties in bipartite networks, e.g, the de-
gree of a node and commons defined for pairs of nodes,
as well as community structure [19] and the mixing
patterns [28], are quite different compared with their
monopartite projections and depending on the partition
to which the considered nodes belong to. In particular,
the degree distribution representing the number of links
per node in the case of our bipartite networks has a spe-
cial meaning in each partition. For the user partition, the
node degree represents the number of comments left by
that user. While in the posts partition the degree of a
node is determined by the number of users who left com-
ments on it. Also incoming and outgoing links are distin-
guished. The results are shown in Figure 2 for the entire
dataset described in Section 2. These degree distributions
exhibit a broad power-law functional dependences [19].
The distributions of commons, representing the common
number of users per pair of posts CU

ij , and vice versa, the
common number of posts per pair of users CB

ij , appear to
have power-law dependences in different Blogs datasets,
see Figure 2. Note that the corresponding commons CB

ij

or CU
ij , appear as the weighted links in the monopartite

projections on user or post and comments network, respec-
tively. The power-law distribution of commons thus indi-
cates strong inhomogeneity of the weights both in the user
and in the post networks, indicating different importance
of the nodes. Thus, it can be used in reducing the size of
these networks, for instance according to the strength of
nodes.

In reference [19] we have analyzed in detail the topo-
logical properties of the bipartite networks obtained by
the mapping of the data of Blogs. Note that due to the
absence of information about comment-on-comment in the
BBC Blogs, the outgoing links are attributed only to the
posts. Every post or comment can have only one author,
resulting in only one incoming link per post/comment.
Different structure is found in the B92 Blogs in which
comment-on-comment is preserved in the data [19]. The
out-degree distribution function for the BBC posts, which
is relevant for the discussion in this work, is shown in Fig-
ure 2a. The distribution exhibits two slopes, indicating the
existence of two separate group of posts: less popular posts
related to a curve with smaller slope, and popular posts
related with the tail of the curve. The breakpoint corre-
sponds to n∗

com ∼ 100 comments per post. Similar features
are found in the case of B92 Blog [19] and movies [28],
where behavior of users related to popular posts (movies)
is qualitatively different compared to less popular posts,
both in terms of the subjects and their mixing patterns.

As stated above, for further analysis in this work we
consider only the popular posts with ncom > 100. From
the whole corpus of data we first separate the data re-
lated to the popular posts, which includes the user IDs

(a)

(b)

(c)

Fig. 2. (Color online) Out-degree distribution of all posts from
BBC Blog dataset, indicating a breakpoint for the popular
posts (a) and cumulative distribution of user-degree on these
posts (b). Distributions of common number of posts per pair
of users (c). ((c) reprinted from Ref. [19], c©Springer 2009).

and times of their actions as well as the full text of all
their comments left on these posts. The selected data will
be analyzed below in terms of the networks and emotional
contents of user comments. We first determine the topo-
logical community structure on these networks and then
analyse the emotional contents of the comments within the
community, using the emotion classifier described above in
Section 2.2.

3.2 Identifying user communities by spectral analysis
of networks

In analogy to the social groupings in real life, identifying
the emerging communities among users in Cyberspace rep-
resent a key point in the analysis of collective techno-social
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phenomena. The bipartite network representation of Blog
data, as explained above, is a good basis for the quantita-
tive analysis of user communities. In previous work [19] we
have shown how the communities can be identified using
the topology of these bipartite graphs. Specifically, the bi-
partite graph is first projected onto user partition, in which
way we obtain a weighted and highly clustered networks
of users. The weight of the links in these user networks
is given by the above mentioned commons, CB

ij , the num-
ber of common posts per each pair of users (ij). Then
the communities, i.e., subgraphs on these networks that
can be identified by topological and/or weighted struc-
ture of links, are searched within these user network. Note
that most of the standard methods for the community
structure analysis (see recent reviews in Refs. [37,44])
have a weak point when the weighted or strongly clus-
tered networks are considered. As discussed above, the
user networks on Blogs are both weighted and strongly
clustered. For these reasons we use the eigenvalue spec-
tral analysis methods, that works well in the case of clus-
tered networks [19,35], however, it can not be applied to
very large networks. See also the methods based on the
idea of the maximum likelihood, which is adapted for the
weighted graphs in reference [45]. Other methods suitable
for weighted directed graphs, based on information the-
ory and random walks dynamics, are discussed in refer-
ence [46].

In the present case, the bipartite network of users and
popular posts, consisting of NU + NP = 13674 + 248
nodes is projected onto user partition by the procedure
described above (see also [19,28]). Since the weight of the
link between two users is given by the number of their
common posts has power-law distribution, shown in Fig-
ure 2, the network can be considerably reduced by cutting
the links with small weight. Specifically, keeping the links
with weight CB

ij > 1, i.e., keeping the users who have com-
mented more than one post within a community, we reduce
the network to NU = 3592 users. We then apply the eigen-
value spectral analysis of the reduced network and identify
its communities.

Finding communities in networks is based on certain
properties of the eigenvalues and eigenvectors of the ad-
jacency matrix and other matrices related to a network
structure which has topological subgraphs. We use nor-
malized Laplacian matrix related to the diffusion dynam-
ics on networks [35,47], defined as

LU
ij = δij −

CB
ij√
lilj

, (9)

where CB
ij is the weighted link of the user projected net-

work, as explained above. The normalization factor in
equation (9) li is the strength of user i, which is defined
as sum of weights of all links at this node li ≡

∑
j CB

ij . In
the networks emerging from the Blogs data the strengths
also obey power-law distributions.

Detailed description of the spectral method can be
found reference [35], here we briefly highlight the relevant
properties of normalized Laplacian, given in equation (9).

(a)

(b)

Fig. 3. (Color online) For the weighted user-projection of the
bipartite network of the popular BBC posts: spectrum (a) and
3-dimensional scatter plot of the eigenvectors corresponding to
three smallest non-zero eigenvalues (b), indicating four distinct
user communities.

Since the weighted projection of the bipartite network on
user partition is undirected, the normalized Laplacian has
a symmetric form, thus resulting in real eigenvalues and
orthonormal set of eigenvectors. The spectrum of the nor-
malized Laplacian is limited in the range [0, 2] with one
zero eigenvalue in the case of a connected network. The
set of the lowest non-zero eigenvalues is separated from
the rest of the spectrum and the number of these eigen-
values coincides with the number of topologically distinct
subgraphs, i.e., communities in the network [19,35,48].
Moreover, the eigenvectors corresponding to these eigen-
values have a nonzero positive/negative components local-
ized on the subgraphs. This property is compatible with
a branched structure when these eigenvectors are plotted
against each other (see Fig. 3 for the present case). In
this way, in a suitably selected projection, one can iden-
tify a community as a separate branch in the scatter plot
of the eigenvectors. IDs of users belonging to each of the
branches, e.g., in Figure 3, are then collected and the list
of their posts and comments are selected from the dataset.

The spectral analysis of the weighted network of BBC
bloggers related to the posts of normal popularity (i.e.,
number of comments below the breakpoint in Fig. 2a) is
given in reference [19]. Closer inspection of the posts re-
lated to the users in each community shows that they are
clustered according to the posts subjects. However, the
communities identified here in Figure 3b on popular posts,
do not entirely follow this pattern. Among four groups
shown in Figure 3b, we find that the largest group g4 con-
sists of users who often comment different types of posts,
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Fig. 4. (Color online) An example of the weighted bipar-
tite network of users (circles) and posts (squares) from the
BBC popular Blogs. The weighted links represent the num-
ber of comments left by the user on the related post. The
color of the posts signify the average emotional content on
the post, computed from all comments left on that post: nega-
tive (black), neutral (white), and positive (red). Note that few
posts, marked by gray color, contain video material and were
not classified.

while the remaining three groups (in the plain orthogonal
to g4 branch) are formed by users with interest in spe-
cific posts: g1, g2 and g3 consists of users that commented
mostly posts on different Sports. Behavior of the users
related to popular posts is expected to be different and
driven by emotions [19]. Existence of group of very active
users that leave a comment on most of the posts from pop-
ular group is also found in B92 Blog networks [19] and in
the network of movie users [28], suggesting another uni-
versal pattern of user behavior at popular posts.

In Figure 4 three of the four user groups identified
above are shown together with the posts which they are
commenting. This is an example of the compressed bipar-
tite network with the number of comments of a user to a
post is given by the width of the link between them. By
color on the post nodes is shown also the average emotion
of the post. It is computed from the emotional contents
of all the comments left at that post, and averaged over
the number of comments. The averaging will be explained
below in Section 4.1, where the emotional contents of indi-
vidual comments is precisely defined and determined. We
also give more details of the dynamics of the emotions in
the next section.

4 Evolution of communities and emotional
contents of the popular blogs

4.1 Emotional contents of popular posts

We performed text analysis of all 242 popular posts and
all related comments using the language model classifier,

as described above in 2.2. The probability that a given
text x is objective, Pobj/x computed from its text is com-
pared with a threshold of objectivity Cobj/x, which for
the present analysis we set to Cobj/x = 0.43. That is, a
particular text is classified as objective, i.e., having value
of emotional content equal 0, if Pobj/x > Cobj/x. Notice
that this means a large threshold value for the criteria of
subjectivity of texts.In this way selected subjective texts
are further classified against positive and negative emo-
tional content by the second stage of the classifier, as ex-
plained above, and the probability Ppos/x is determined
for each particular text. Since the classifier seems to be
biased towards positive comments, the threshold for pos-
itive emotions is adjusted so that the emotional content
of the post/comment is +1 if Ppos/x > Cpos/x and −1
otherwise, with Cpos/x = 0.7 . The bias is a result of the
unbalanced data set that was used for the training of the
classifiers, i.e., 7930 negative vs. 9968 positive documents.
The thresholds were chosen after an exhaustive search of
the parameter space in order to maximize the accuracy of
the classifiers for each classification step.

Having determined the emotional content of all textual
posts and comments in our popular posts dataset, we per-
form further analysis in order to infer the role of emotions
in the blogging dynamics. The distributions of the num-
ber of comments per post that are classified as objective,
negative or positive, in our dataset are given in Figure 5a.
It shows that the tail in the distribution develops, which
is more pronounced in the case of negative comments. In
the dataset, about 50% of all comments and posts appear
to have negative emotions, while less than 25% of them
are classified as positive.

Based on the emotional content of the comments re-
lated to each specific post, we define two variables, emo-
tional charge QB and total number of emotional comments
QB

ν , whereby we can measure and describe the emotional
state of a particular post in different time intervals. In
particular,

QB
ν (t) = Nc+(t) + Nc−(t); QB(t) = Nc+(t)−Nc−(t);

(10)
where Nc±(t) stand for the number of positive/negative
comments on a given post at time t after its posting. Tem-
poral evolution of these quantities over lifetime of a post
differ for different popular posts. Specifically, we find two
typical patterns with (a) the number of (emotional) com-
ments bursting soon after the posting, and (b) the num-
ber of emotional comments steadily increases over time.
In the first case the pattern also shows a burst of the
negative charge (excess of the number of negative com-
ments). Whereas, a weakly negative charge is detected in
the case where the number of comments increase slowly.
The situation is illustrated in Figure 5b with two exam-
ples of posts, representing these different evolution pat-
terns. Specifically, these are the posts named “College
5” (MA1227829) from the category Music and Arts and
“Woolworth into administration” (EB144093) from Busi-
ness and Economy. Closer inspection into evolution and
emotional contents of the comments on these two posts re-
veals that the emotional comments on the economy post
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Fig. 5. (Color online) (a) Distribution of positive, objective
and negative comments on one post averaged over all 242 tex-
tual posts in the dataset. (b) Evolution of the number of emo-
tional comments QB

ν and charge QB plotted against time since
posting, in two selected post with different patterns of popu-
larity. (c) For the large community from Figure 4: fluctuations
of the size of community plotted against time in weeks. Shown
are also the fluctuations of number of all comments, number
of emotional comments and charge of the posts.

and the observed excess negative charge (critique) sharply
increases over first two days and then stabilizes. While, in
the case of music post, the number of emotional comments
steadily increasing with the overall emotional content bal-
ancing around zero. The networks of users and comments
at these two posts are shown in Figure 6, clearly indicat-
ing two types of popularity: on one side, few users exchang-
ing many comments over time, as in the case of the music
post, while on the other, many users are posting one or few
comments, as in the case of economy post. The comments
classified as positive/negative or neutral are indicated by

Fig. 6. (Color online) Two types of “popularity”: network of
a discussion-driven popularity, music post “College 5” (a), and
of an externally-triggered popularity, the post is from the econ-
omy and business category: “Woolworth into administration”
(b).

the color, red/black or white. Apart from different evo-
lution and the emotional content, these two patterns of
popularity can be related with different mechanisms with
discussion driven, and externally driven evolution, respec-
tively.

The communities found above are formed of users who
are linked to one or more such popular posts. An exam-
ple illustrating connection between the network structure
and expressed emotions in the text of posts is the weighted
bipartite network shown in Figure 4. It contains users be-
longing to three groups, g1, g2 and g3, found by spec-
tral method (cf. Fig. 3) and the popular posts to which
they are linked, altogether NU = 424 users and NP = 50
posts. A link between post ip and user jU on this net-
work means that user has left a comment on that post.
Multiple linking (weighted link) occurs if the user left
more than one comment on the same post. For every post
we calculate the average emotional content according to
EiP = 1

Qν

∑
ic∈SiP

eic , where eic is the emotional content
of the comment ic (eic ∈ {−1, 0, 1}) and SiP refers to
the set of emotional comments left on post iP , its size
is equal to parameter QB

ν of that post. Therefore, the
color of a post represents it average emotional content
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Fig. 7. (Color online) Snapshots of four stages in the evolution of a community of users (circles) related to several popular
posts (squares) at bbc.co.uk/blogs/. The overall emotional charge of the posts is indicated by the color.

after the whole evolution time (within the dataset). A
threshold for neutrality is applied for the average value
−0.25 < EiP ≤ 0, as explained above in relation to Fig-
ure 4 . (Note that few gray posts occurring in Figure 4 are
the posts with video content, which can not be classified
by our emotion classifier). The color of user nodes is not
related to any specific property.

As one can see the network in Figure 4 has community
structure, which is expected based on the above spectral
analysis. Every group of users is grouped around a core
of the few posts. Some posts are commented by the users
from different groups and have special connecting role in
the network. Figure 4 shows that the largest community of
users is grouped around the core of mostly negative posts,
only few posts in this group appear to have in the average
positive or balanced emotional content. Note that in this
representation as a weighted bipartite network, these posts
actually keep the whole community of users together. By
removing the post nodes, the community would literally
desolve into individual user nodes!

The community structure on Blogs is not fixed but
evolves over time. We looked in detail how the largest com-
munity in Figure 4 evolved, staring from the appearance
of the first post. The fluctuation of size of the community,
i.e., the number of active users within a time bin of one
week, is shown in Figure 5c, for the whole span of time in
the dataset. Shown are also the time series corresponding
to the fluctuations in the number of comments that the
active users left, the fluctuations in the number of emo-
tional comments and fluctuations in the charge of these
comments over the same time periods. It is remarkable
that the increase in the size of the community is closely

related to excess of negative comments, and vice versa, the
community decreases when the negative charge vanishes.

An example of the evolution of a user community re-
lated to popular BBC posts is visualized as an evolving
weighted bipartite network in Figure 7. It indicates that
only certain among several posts become very attractive
and get commented by many users. It also shows that the
average emotional contents of the related popular posts
are predominantly negative. Emotional contents of the
posts and comments have impact onto further user’s ac-
tion. Within our datasets we are able to follow user con-
duct over time. In the following section we study the pat-
terns of user behavior, in particular in connection with the
emotional contents of the texts.

4.2 Patterns of user emotional behavior at blogs

Full information about user’s action over time and the
contents of its comments give an opportunity to analyze
patterns of user’s behavior quantitatively. Some results
are shown in Figure 8 (see also Ref. [19]). The temporal
pattern of user activity related to the set of popular posts
considered in this work is shown in Figure 8a. The index
indicating a user along the vertical axis is given according
to the time of user’s first appearance in the considered
dataset. The times of user’s actions are marked by points
in the direction of time axis. Notably, some users are much
more active than the others, which leads to the fractal
pattern. A part of the pattern, containing 100 very active
users, is analyzed in Figure 8b, where each point repre-
sents user activity within a time bin of one day. The color
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Fig. 8. (Color online) (a) Temporal pattern of user activity for the users at popular posts. (b) Part of the pattern containing
100 users is shown with color-code representing the emotional charge QU of the comments made by the same user within several
consecutive time windows. Each time window corresponds to one day. (c) Distribution of time intervals between two consecutive
positive (negative, objective) comments of a user, averaged over NU = 3000 most active users. (d) Cumulative distributions of
the number of emotional comments by a user, QU

ν , and of the negative charge of a user, QU , averaged over NU = 3000 most
active users in the dataset. The fit lines according to equation (11) are explained in the text.

code represents the emotional charge QU of the comments
made by a particular user within a given day.

From the dataset we selected a group of NU = 3000
most active users and analyzed their activity over time.
For every user we calculated the time intervals Δt between
two successive positive (negative, objective) comments
made by a particular user at anyone of the posts. The
distributions of these time intervals P (Δt) averaged over
all NU most active users are given Figure 8c. The distribu-
tions exhibit power-law decay with stretched-exponential
cut-offs, according to the general expression

P (X) = Ax−τX exp (−(X/ΔX)σ), (11)

where the stretching exponent σ = 0.88 for both posi-
tive and negative emotion comments, whereas the slopes
τX ≡ τ+ = 0.8, for positive, and τX ≡ τ− = 1.0, for
negative comments, respectively. These distributions sug-
gest that larger delay time is more probable for positive
than for negative comments. In this dataset the distribu-
tion of objective (i.e., neutral) comment closely follows the
distribution of negative comments. The occurrence of the
power-law dependences in the distributions like P (Δt) was
observed at different Web portals (see also [49]), whereas
the slope of the distributions is characteristic for user com-
munities at a given Blog site. In view of bipartitivity of
our networks, it is interesting to mention that another ro-

bust distribution of time-delayed actions was observed at
posts. Namely, the distribution of action times relative to
the time of posting, P (t− tP ) averaged over all posts was
found to have a power-law decay for Blogs [19]. Similar
distributions are observed in relation to human actions to
various types of alerts and the origin of power-law behav-
iors discussed in reference [26,50]. Here we further focus
on user’s behavior only. Analysis of comments by the sub-
set of very active users on popular posts indicates power-
law decay of the distribution of the number of emotional
comments made by a user within a given time period,
QU

ν , and the absolute values of negative charge of these
comments, QU , as shown in Figure 8d. The occurrence of
the power-law decay in these two distributions suggests
that a small number of users write many emotional com-
ments (within a fixed time window). Moreover, a small
number among them writes comments with large nega-
tive charge. Both distributions obey the functional form in
equation (11) with σ = 3 and different slopes: τQ = 2.24,
for the charge, and τν = 2.05, for the number of emotional
comments, respectively. The cut-off lengths are ΔQ ∼ 120,
while Δν ∼ 320, supporting the above conclusions.

An example of the time series of user activity with
marked polarity of the comments is shown in Figure 9a,
indicating that although the polarity of the comments by
the same user often flips from positive to negative and
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(a)

(b)

Fig. 9. (Color online) An example of a very active user time
series of comments with their emotional polarity (a), and the
evolution of the number of emotional comments of any polarity,
QU

ν , and their charge, QU , (b).

back, the excess of the negative comments is found over
the periods of user’s intensive activity. This explains the
appearance of the negative charge over larger time period,
as shown in Figure 9b for the same user.

The actions of many users at the group of popular
posts in our dataset appear to have long-range tempo-
ral correlations, which is manifested by the fractal na-
ture of the time-series of the number of comments Nc(t).
In Figure 10 we show the time series of those comments
which are classified as subjective by our emotion classi-
fier. Specifically, the comments that are classified as neg-
ative are shown separately from positive comments. The
power spectra of these time series appear to have 1/f -type
correlations beyond certain frequency, while the correla-
tions vanish in the high-frequency range. Apart from the
abundance of the negative comments, practically no dif-
ferences can be detected in the spectrum of positive and
negative comments. The periodicities superimposed to the
spectrum occur, corresponding to the natural cycles (days,
weeks, etc.). The occurrence of the 1/f -noise indicates the
bursting events in user behavior at Blogs. Detailed anal-
ysis of the avalanches of the emotional comments will be
reported elsewhere [51].

5 Conclusions and discussion

We have demonstrated that user communities occurring
in relation to popular Blogs can be readily identified and
their structure and evolution analysed from the high-
resolution Blog data. Due to the specific structure of the
posts-mediated user interactions, the raise and fall of these
communities is related to the contents of the posts. Specif-
ically, we have shown that the emotional contents of the
texts of popular posts and comments is tightly correlated
with the number of users and their action over time. This
is in contrast to the subject preference, which is observed
at normally popular posts and some other cybercommu-
nities [19,24,28]. We have presented suitable methodology
for a systematic study of the user collective behavior at
popular Blogs, which comprises of two integrated parts
with:

• bipartite network mapping, which enables use of the
theory of complex networks, in particular their topol-
ogy analysis and detecting the mesoscopic community
structure;
• machine-learning methods of text analysis for the emo-

tion classification of the texts of comments related with
the identified communities.

Within this methodology the user grouping around certain
popular posts (and with them related comments) can be
identified as dynamical communities in the cyberspace and
their evolution followed over time. Furthermore, we find
that the fluctuations in size of the community and their
activity over time are tightly linked with the amount of
emotions expressed in the related comments.

The occurrence of cybercommunities has a signature of
the collective dynamical phenomena, which can be charac-
terized by several quantities exhibiting power-law distri-
butions and robust patterns of behavior, both at user and
posts partitions (cf. Fig. 8 and Refs. [19,26]). These collec-
tive dynamical effects can be further studied in terms of
the long-range correlations in the emotional time series, as
an example shown in Figure 10, and identifying the burst-
ing events and avalanches of the emotional comments over
the networks [49].

Understanding of the mechanisms behind the ob-
served complex dynamical behavior in cybercommunities
requires theoretical modeling, e.g., by the agent-based
models and the evolution dynamics. Currently the models
of user emotional behavior in cyberspace are being devel-
oped both at the level of an individual agent (user) in a cy-
berenvironment [52,53], as well as the network-automata
models [51], which take into account the basic evolution
rules that are leading to the observed emergent dynamical
states.

Other aspects of the emotion analysis, including multi-
dimensional character of the emotion and their respective
contributions of the fine structure of the emotional con-
tents to the bursting events in the cyberspace, remains an
open question to be studied in future.

The methodology presented here can be used for high-
resolution data from other Web portals with text-based
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Fig. 10. (Color online) Example of the time series of the number of emotional comments Nc(t) on the popular Blogs and
their power spectrum S(f): separated are comments which are classified as negative (left panels) and positive comments (right
panels). Dotted lines indicate slopes −1.1 and −1.0, respectively.

communications and the emotion classifier appropriately
trained for that data type.
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22. J. Grujić, Lect. Notes Comput. Sci. 5102, 576 (2008)
23. J. Lorenz, Eur. Phys. J. B 71, 251 (2008)
24. R. Lambiotte, M. Ausloos, Phys. Rev. E 72, 066107 (2005)
25. R. Lambiotte, M. Ausloos, Eur. Phys. J. B 50, 183 (2006)
26. R. Crane, F. Schweitzer, D. Sornette, Phys. Rev. E 81,

056101 (2010)
27. P. Panzarasa, T. Opsahl, K. Carley, J. Am. Soc. Inf. Sci.

Technol. 60, 911 (2009)
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