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Effects of thermal disorder on the electronic
structure of halide perovskites: insights from
MD simulations

Marko Mladenović† and Nenad Vukmirović *

The effects of thermal disorder on the electronic properties of organic/inorganic halide perovskites were

investigated using ab initio molecular dynamics simulations. It was generally found that band gap

variations due to effects of thermal disorder are the largest in materials with the smallest lattice constant.

The factors that may lead to departure from this trend include the degree of rotational and translational

motion of the organic cation and the strength of its dipole. It was found that the contribution of the

flexible organic part to the band gap variations is considerably smaller than the contribution of the

inorganic part of the material. The results of our simulations indicate that band gap variations in halide

perovskites fall within the range exhibited in inorganic semiconductors.

1 Introduction

Organic/inorganic halide perovskite materials have attracted
enormous attention in the last several years due to their out-
standing optoelectronic properties.1,2 In particular, these mate-
rials can be used as low-cost active materials in solar cells3,4

with power conversion efficiencies larger than 20%.5 As a
consequence, there is a strong interest in understanding their
electronic properties and the factors that affect them.

The chemical formula of hybrid perovskites is ABX3, where A
is the organic cation (for example CH3NH3

+, HC(NH2)2
+, NH4

+),
B is the metal cation (for example Pb2+, Sn2+) and X is the halide
anion (Cl�, Br�, I�). It is by now well established that the
highest states in the valence band and lowest states in the
conduction band originate from orbitals of inorganic elements.6–13

On the other hand, there is a wealth of evidence that organic
cations have significant rotational freedom, especially at room
temperature or higher temperatures.14–35 Consequently, a single
material combines a flexible organic part with a more inert
inorganic part.

The flexibility of organic semiconductors has a profound
effect on their electronic properties. Displacements of atoms at
room temperature are large enough to lead to variations of the
energies of the highest occupied and lowest unoccupied states
comparable to the bandwidths. This effect, termed as dynamic

or thermal disorder, often leads to localization of charge carriers,
and strongly affects the electrical transport properties.36–46 While
it is a significant challenge to reliably calculate the charge carrier
mobility in thermally disordered materials,47 it is generally
understood that stronger thermal disorder leads to smaller
charge carrier mobility. On the other hand, in the case of
inorganic semiconductors atomic displacements have a weaker
effect and can be usually treated perturbatively as electron–
phonon interactions.48,49

The main goal of this work is to understand the effect of
thermal disorder on the electronic properties of several of the
most widely used organic/inorganic halide perovskite materials.
We investigate these effects using ab initio molecular dynamics
(MD) simulations at finite temperature by tracking the evolution
of the conduction and valence band edge energies as a function
of time. Stronger variations of band edge energies produce a
more disordered potential for charge carriers and consequently
lead to smaller charge carrier mobility. To quantify this effect
caused by thermal disorder using a single parameter, we calcu-
late the standard deviation of the band gap during the evolution
of the system. It is expected that larger standard deviation of the
band gap will lead to slower electrical transport.

We compare the effects of different cations by keeping lead–
iodide (PbI3) as the inorganic part and replacing the organic
cation methylammonium (MA, CH3NH3

+) with formamidinium
(FA, HC(NH2)2

+) and ammonium (NH4
+). Additionally, we investi-

gate the effects of metal and halide atom substitution by replacing
Pb with Sn and I with Br and Cl while keeping MA as a cation.
To isolate the effects of the organic part of the material we perform
two sets of simulations – in one set the atoms in the inorganic part
are fixed, while in the other set all atoms are allowed to move.
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Lausanne, CH-1015 Lausanne, Switzerland.

Received 12th June 2018,
Accepted 20th September 2018

DOI: 10.1039/c8cp03726d

rsc.li/pccp

PCCP

PAPER

http://orcid.org/0000-0002-4101-1713
http://crossmark.crossref.org/dialog/?doi=10.1039/c8cp03726d&domain=pdf&date_stamp=2018-10-02
http://rsc.li/pccp


25694 | Phys. Chem. Chem. Phys., 2018, 20, 25693--25700 This journal is© the Owner Societies 2018

While ab initio molecular dynamics was extensively used in recent
years to study the properties of perovskite materials,14,15,18,20,22–28,30,50

very few of these studies have analyzed the effects of atomic
motion on band edge energies and energy gap14,20,23 and these
studies were focused on a single or two perovskite materials. In
ref. 14 the authors reported the variations of the HOMO energies
of cubic MAPbI3 at temperatures of 268 K and 319 K (which are
below the tetragonal to cubic phase transition and represent
hypothetical undercooled cubic structures) and found that
the standard deviation of these variations is respectively
54 and 78 meV. In ref. 20 the authors presented the results of
band gap variations for MAPbI3 in three different tetragonal
phases and FAPbI3 in the cubic phase at a temperature of 350 K.
They obtained standard deviation of the band gap in the range
from 15 to 40 meV. In ref. 23, a tetragonal phase of MAPbI3

at a temperature of 220 K was analyzed and a band gap standard
deviation of 90 meV was obtained. Other ab initio MD studies
were focused on different effects or properties, such as temporal
behavior of the cation orientation and positions,15,18,24,25,27 the
phase transition between the tetragonal and cubic phase,22,28

(anti)ferroelectric ordering of molecular dipoles,26,30 and the
effects of material degradation by water.50

In this work, we analyze the effects of thermal disorder on
the electronic structure in detail for a class of organic/inorganic
halide perovskite materials and establish and interpret the
trends obtained with substitution of a metal atom, halide atom
or organic group. We find that the variations of the band gap
when all atoms are allowed to move are somewhat smaller than
those in inorganic polar semiconductor GaAs and significantly
larger than those in Si. Variations in the band gap are highest
in perovskites with Br and Cl halide atoms and the smallest in
perovskites with ammonium as an organic cation. In the case of
a fixed inorganic part, the variations in the band gaps become
considerably smaller. We discuss the factors responsible for
such trends and the implications for material properties.

2 Computational methodology

To investigate the effects of thermal disorder on the electronic
structure of halide perovskites, we used ab initio Born–Oppenheimer
MD simulations. The simulations were performed using the
Quantum ESPRESSO package.51,52 Two sets of MD simulations
were carried out: (1) simulations without any constraints for
atomic positions and lattice parameters and (2) simulations
where only the organic cation is allowed to move freely. Starting
geometries for all investigated perovskites were 2 � 2 � 2
pseudocubic supercells, each containing 8 stoichiometric units,
with lattice parameters listed in Table 1. Most of the lattice
parameters are taken from ref. 53, which is the database of
lattice parameters used in several theoretical studies.18,54,55

Lattice parameters for the initial structure of MASnI3 are taken
from ref. 56. We note that a single unit cell of perovskites with an
organic group is not strictly cubic since orientation of the
organic cation defines a preferential direction in space and
slightly distorts the cubic shape of the cell. In real materials

different orientations of organic cations in different cells lead to
a cubic structure on average. The distortion of the cubic cell is
only slight in most materials, as can be seen in Table 1. Never-
theless, we refer to these cells that are used in our initial
structure as pseudocubic. We used norm-conserving pseudo-
potentials with kinetic energy cut-off 60 Ry, 2 � 2 � 2 G-point
centered reciprocal points grid and local density approximation
(LDA) for exchange–correlation potential. To estimate the accu-
racy of LDA for quantities of interest in this work, additional
calculations using other levels of theory were also performed. In a
set of these calculations, we used the hybrid PBE0 functional57,58

with the effects of spin–orbit interaction taken into account.
In another set of calculations, we included the semi-empirical
DFT-D dispersion correction59 in the functional.

The temperature was set to T = 350 K in all simulations and
it was controlled via velocity rescaling. This temperature was
used to enable a fair comparison between the investigated
materials since all investigated perovskites with MA as an organic
cation exhibit a cubic structure at this temperature.2,56,60,61 On the
other hand, at room temperature, MAPbI3 adopts a tetragonal
phase.21,62 For FAPbI3, both cubic18 and trigonal56 structures
are reported, whereas for NH4PbI3 there is no experimental
evidence of the structure and theoretical studies assume a
cubic structure.54

MD simulations consisted of a 2 ps long equilibration run
followed by an 8 ps long production run. This time is larger
than the time necessary for organic cation rotation which
was estimated to be on the order of a picosecond.14,17,19,27,63

Consequently, the organic cation can exhibit a variety of
different orientations during this time and it is expected that
this timescale is representative enough to reliably estimate the
effects of thermal disorder. The simulations without constraints
on atomic coordinates were performed at constant temperature
and pressure, which implies variable cell dimensions, while
simulations with fixed inorganic parts were performed at
constant temperature and volume, which implies fixed cell
dimensions. The time dependence of the simulated Kohn–Sham
band gap of halide perovskite materials investigated in this work
is presented in Fig. 1. As can be seen from the figure, for some
materials the band gap exhibits strong variations during the first
2 ps of MD simulation due to system equilibration. Conse-
quently, the first 2 ps of each MD simulation were excluded
from the analysis.

Next, we discuss possible effects of limited supercell size on
the results. Several previous ab initio MD simulations of halide
perovskites14,20,64 were performed using the 2 � 2 � 2 supercell

Table 1 Pseudocubic unit cell parameters for the initial structure of the
perovskites investigated in this work

a (Å) b (Å) c (Å)

MAPbI3
53 6.29 6.27 6.30

MAPbBr3
53 5.92 5.92 5.92

MAPbCl3
53 5.68 5.68 5.68

MASnI3
56 6.23 6.23 6.23

FAPbI3
53 6.41 6.27 6.34

NH4PbI3
53 6.21 6.21 6.21

Paper PCCP



This journal is© the Owner Societies 2018 Phys. Chem. Chem. Phys., 2018, 20, 25693--25700 | 25695

and simulation time on the order of 10 ps, while longer
simulation times and larger supercells were employed in more
recent studies.15,24,26,28 It was pointed out in ref. 15 that the
limited supercell size may lead to a reduced decay of the dipole
autocorrelation function in the case of tetragonal MAPbI3 at
room temperature. On the other hand, in ref. 26 nearly the
same distribution of organic cation orientation was obtained in
the simulations with a 2 � 2 � 2 supercell as in the simulations
with 4 � 4 � 4 and 6 � 6 � 6 supercells, while the dipole
autocorrelation functions are largely similar. Nearly the same
dipole autocorrelation function was obtained in ref. 24 from
2 � 2 � 2 and 4 � 4 � 4 supercells for MAPbI3 at a temperature
of 400 K. Consequently, we choose the 2 � 2 � 2 supercell as a
compromise between computational cost and accuracy. Since
the main focus of our study is on comparison between similar
materials, we believe that any possible systematic errors arising
from limited supercell dimensions would be nearly the same in
similar materials.

3 Results and discussion

Calculated band gaps and their standard deviations are sum-
marized in Table 2. Band gaps and the corresponding standard
deviations were calculated as average of the values obtained at
different MD steps. Calculated values for the MAPbI3 and FAPbI3

band gaps are within the range of reported experimental values
(1.5–1.6 eV for MAPbI3

22,65 and 1.4–1.5 eV for FAPbI3
56,66). In the

case of NH4PbI3, our band gap of 1.75 eV is higher than the

reported band gap of 1.13 eV calculated using the LDA
functional.55 This difference originates from the fact that the
gap in ref. 55 was calculated for a fixed cubic structure, while in
our simulation the structure becomes distorted, which, on
average, decreases the antibonding overlap between the Pb
and I atoms and increases the band gap. A similar observation
related to the structure of NH4PbI3 was reported in ref. 11.
However, one should bear in mind that there is no experi-
mental evidence of perovskite phase of NH4PbI3 and we use this
compound just for comparison with MAPbI3 and FAPbI3. For
other compounds our band gaps are lower than the experi-
mental values (around 2.2 eV for MAPbBr3,65 around 3 eV for
MAPbCl3

65 and around 1.3 eV for MASnI3
56) expressing the

well-known problem of LDA band gap underestimation. In the
case of PbI3 perovskites, LDA (and other local functionals such
as PBE) gives good estimates for band gaps due to the cancella-
tion of the LDA error and the error of spin–orbit coupling effect
neglection.67 However, the goal of this work is to estimate the
effects of thermal disorder on the electronic properties of the
material and the focus was not on calculation of correct
absolute values of band gaps.

To check the accuracy of LDA in quantifying the degree of
variations of the band gap, we have performed electronic
structure calculations for 9 snapshots from the MD trajectory,
taken at t = 2, 3,. . .,10 ps, in the case of the MAPbI3 and MASnI3

material, using the hybrid PBE0 functional with the effects of
spin–orbit interaction (PBE0 + SOC), which we used because it
is known to give a rather accurate band structure of halide
perovskites.68 In the case of MAPbI3, the standard deviation of
the band gap estimated from these snapshots is 158 meV for
PBE0 + SOC calculations, while it is 138 meV for LDA calcula-
tions. For the MASnI3 material, the standard deviation calculated
from selected snapshots (8 snapshots taken at t = 3, 4,. . .,10 ps
were selected because their standard deviation of the band
gap is very similar to full production trajectory) is 174 meV in
PBE0 + SOC calculation and 154 meV in LDA calculation. These
results suggest that LDA gives rather similar values of standard
deviations of the band gap to the more accurate functional.

Another known deficiency of local functionals such as LDA
is the inability to treat dispersion interactions.69 The role of
dispersion interactions in organic/inorganic halide perovskites
was discussed in some recent studies.70,71 To assess their role
when band gap variations are concerned, we have performed
additional MD simulations where dispersion correction59 was
included in the functional. These simulations were performed
for MAPbI3 and FAPbI3 materials which contain different organic
groups and consequently significantly different dispersion inter-
action between the organic group and the inorganic cage. In
such simulations, we find that the standard deviation of the
band gap is 152 meV for MAPbI3 and 167 meV for FAPbI3.
Therefore, these results only slightly differ from the values
obtained in the simulation based on LDA (146 meV for MAPbI3

and 154 meV for FAPbI3, see Table 2), suggesting that dispersion
interactions have only a minor effect on the results reported in
this work. A similar conclusion was obtained also in ref. 23
where the same band gap variations of tetragonal MAPbI3 were

Fig. 1 Time evolution of the simulated Kohn–Sham band gap of halide
perovskite materials investigated in this work.

Table 2 Average values of band gaps (Eg) and standard deviations of band
gaps in MD simulation without constraints (s(Eg)) and in MD simulation
with a fixed inorganic part (sf(Eg)) for the studied perovskite materials

Eg (eV) s(Eg) (eV) sf(Eg) (eV)

MAPbI3 1.54 0.15 0.079
MAPbBr3 1.90 0.19 0.059
MAPbCl3 2.47 0.19 0.079
MASnI3 0.76 0.16 0.052
FAPbI3 1.41 0.15 0.032
NH4PbI3 1.75 0.088 0.054
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obtained in simulations with a local functional and with a
dispersion-corrected functional.

Values for standard deviations of band gaps in the case of
MD simulations without any constraints are significant. They
are all within the range of (0.14–0.20) eV, except for NH4PbI3

which has a smaller standard deviation. We note that our
results yield larger values than previous similar studies of
MAPbI3. This is to a large extent expected since the work in
ref. 23 considered tetragonal MAPbI3 at a low temperature of
220 K, while the simulations in ref. 14 and 20 were performed
with fixed Pb atoms and fixed unit cell. To compare the values
that we obtained with the corresponding values in inorganic
semiconductors, we also performed MD simulations of conven-
tional inorganic semiconductors Si and GaAs. The values that
we obtained for perovskites are somewhat smaller than that for
inorganic polar semiconductor GaAs that has a standard devia-
tion of the band gap of 0.30 eV, but are significantly larger than
those of Si where the standard deviation is only 34 meV.

Next, we also discuss variations of individual conduction band
minimum (CBM) and valence band maximum (VBM) energies.
In the simulation with a fixed inorganic part (and with fixed
supercell), we find for all materials that the standard deviations
of the CBM and VBM are rather similar (sCBM

f E sVBM
f ) and that

these are approximately equal to sf Eg

� �� ffiffiffi
2
p

. Such results
suggest that one can consider the total band gap variation
sf(Eg) to be composed of equal contributions from CBM
and VBM satisfying (sCBM

f )2 + (sVBM
f )2 = sf(Eg)2. For these

reasons, throughout the paper we report only the total band
gap variation. On the other hand, within the current simulation
setup it is not possible to check if the same relations hold in the
simulation without any constraints when supercell dimensions
also vary. The reason for this is that the VBM and CBM values
obtained from different supercells have different reference
energies.

To understand the trends in standard deviations of the band
gaps among different perovskite materials, we first discuss
different factors that lead to these variations. Since the highest
states in the valence band and lowest states in the conduction
band originate from the inorganic part, thermal disorder
directly influences the band gap by modulating the transfer
integrals between relevant orbitals of metal and halide atoms
and consequently modulates the band gap of the material. This
is the same mechanism as in inorganic semiconductors. On the
other hand, organic cations create electrical potential that
varies with time and consequently modulates the energies of
orbitals of inorganic atoms, leading also to modulation of the
band gap. The following factors influence the strength of these
variations: (a) lattice constant of the material. For smaller
lattice constants, the organic cation is closer to the inorganic
atoms leading to stronger variations of the value of electrical
potential on the inorganic atoms. (b) The strength of the
organic cation dipole. Larger dipole moment of the organic
cation leads to larger variations of electrical potential on the
inorganic atoms. The MA cation has the largest dipole moment
of 2.2 D, and the dipole moment of FA is around 0.2 D, while
ammonium cation has no dipole moment.21 (c) Rotational

flexibility of the organic cations. If the organic cation has more
freedom to rotate, its dipole moment can be oriented in many
different directions, leading to stronger variations in the
potential it creates. (d) Translational motion flexibility of the
organic cation. If there is enough space for the organic cation to
move as a whole, its charge will create stronger variations of the
potential. A quantitative measure of the factor (a) is simply the
value of the lattice constant and the measure of the factor (b) is
the dipole moment of the organic cation. To quantify the factor
(c) we use the conformational entropy defined as

s ¼ �
ðp
0

sin y dy
ð2p
0

dff y;fð Þ ln f y;fð Þ
f0

� �
: (1)

In eqn (1), the variables y and f denote polar and azimuthal
angle that represent the direction of the orientation of the
cation, while f (y,f) is the probability density describing
the probability of orientation of the dipole in different direc-
tions and f0 = 1 rad�2. f (y,f) is normalized to satisfyÐ p
0
sin y dy

Ð 2p
0
df f y;fð Þ ¼ 1. To quantify the factor (d) we follow

the position of the middle of the C–N bond for MA based
perovskites, the position of the C atom for FA based perovs-
kites and the position of the N atom for ammonium based
materials. Then, we use mean square displacement of this
position to quantify the flexibility of organic cation transla-
tional motion.

The results obtained for standard deviations of the band gap
are presented in Table 2. We first discuss the results of the full
simulation when there are no constraints on the lattice para-
meters or the motion of atoms. The overall trend is that
variations tend to decrease with an increase in the lattice
constant of the material, as can be seen in Fig. 2. This effect
is expected since for a smaller lattice constant the influence
of the organic cations on the band gap variations is stronger
[the factor (a) discussed in the previous paragraph]. However,
effects other than the lattice constant may lead to departures
from the main trend. The most pronounced departure occurs in

Fig. 2 Dependence of the standard deviation of the band gap on the
lattice constant in the case of the simulation without any constraints
(circles) and the simulation with a fixed inorganic part (squares). Dashed
lines are given only as a guide to the eye.
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the case of NH4PbI3. This departure occurs due to the fact that a
NH4

+ cation has no dipole moment.
Next, we discuss the trends that arise with substitution of

halide anions, metal cations or organic cations. To understand
these trends we present in Table 3 the rotational entropy and
the mean square displacements that quantify the degree of
translational motion. In Fig. 3 we present the function f (y,f)
that also quantifies the degree of rotational freedom of an
MA cation.

Halide anion substitution

In the sequence MAPbCl3, MAPbBr3, MAPbI3 the effects of
thermal disorder decrease (see the values of s(Eg) in Table 2)
and are in-line with the trend arising from the change of lattice
constant. In addition, the rotational flexibility of MAPbCl3 is
the largest in the sequence (see the values for s in Table 3),
which also suggests that it should have the largest thermal
disorder. Translational motion of the organic cations is similar

in all three materials (see the values for D in Table 3) and does
not contribute to the differences in band gap variations.

Metal cation substitution

MASnI3 has somewhat larger variations of the band gap than
MAPbI3 (see the values of s(Eg) in Table 2). This difference may
arise from the slightly smaller lattice constant of MASnI3. On
the other hand, rotational and translational motion is slightly
larger in MAPbI3 (s and D in Table 3). Nevertheless, due to small
differences in the results for the two materials, it is difficult to
reliably explain them.

Organic cation substitution

In the NH4PbI3, MAPbI3, FAPbI3 sequence, the smallest effects
of thermal disorder arise for NH4PbI3 (see s(Eg) in Table 2).
The reasons for this are that NH4

+ has no dipole moment and it
has the smallest translational freedom (smallest D in Table 3).
On the other hand, FAPbI3 has slightly larger effects of thermal
disorder than MAPbI3 mainly due to larger translational free-
dom of the organic cation (compare the values of D in Table 3).

Our aim is also to understand pure effects of organic cations
on the electronic properties of the material quantified by band
gap variations. To this end, we performed simulations where
the inorganic part is fixed. If the degree of rotational and
translational freedom of the organic part in such simulations
was the same as in the simulations without any constraints,
then such simulations would provide information about the
effect of the organic cation on the electronic properties of the
material. Interestingly, we find that the conformational rota-
tional entropy of organic cations is larger in simulations with a
fixed inorganic part, as can be seen from the fact that sf 4 s in
Table 3 and from the more smeared dependence f (y,f) in the
right part of Fig. 3. Such a result can be rationalized by taking
into account that the motion of inorganic atoms can occasionally
introduce barriers for organic cation rotation that are otherwise
not present when inorganic atoms are fixed. As a consequence of
larger rotational freedom of organic cations in simulations with
fixed inorganic parts, the results of these simulations over-
estimate the effect of the organic cation on band gap variations
in the real material. Therefore, the standard deviation of the
band gap obtained from these simulations, that we discuss
next, should be considered as the upper limit for the contribu-
tion of the organic cation to the band gap variation in the real
material.

The trends obtained in simulations with fixed inorganic
atoms can be rationalized as follows.

Halide anion substitution

We find that in the sequence MAPbCl3, MAPbBr3, MAPbI3, the
result for MAPbI3 departs from the trend expected from values
of the lattice constants. MAPbI3 has the largest translational
freedom of the organic cation (largest Df) and somewhat larger
rotational freedom (largest sf) than the other two materials,
leading to larger band gap variations than those expected
simply from the lattice constant trend.

Table 3 Rotational entropy and mean square displacement of transla-
tional motion in MD simulation without constraints (s and D) and in MD
simulation with a fixed inorganic part (sf and Df) for the studied perovskite
materials

s sf D (Å) Df (Å)

MAPbI3 1.59 2.29 0.52 0.66
MAPbBr3 1.37 2.25 0.55 0.58
MAPbCl3 1.77 2.03 0.55 0.52
MASnI3 1.56 2.17 0.50 0.62
FAPbI3 1.78 2.40 0.71 0.65
NH4PbI3 N/A N/A 0.48 1.11

Fig. 3 The distribution of orientations of a CN vector for the studied
MA-based perovskite materials in MD simulations without constraints and
the simulation with a fixed inorganic part.
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Metal cation substitution

MAPbI3 has somewhat larger translational and rotational freedom
of the organic cation (larger sf and Df) than MASnI3, which
partially explains the larger band gap variations in MAPbI3.

Organic cation substitution

MAPbI3 has the largest band gap variations due to the largest
dipole moment of the organic cation. Although the organic
ammonium cation in NH4PbI3 has no dipole moment, it has by
far the largest translational freedom (largest Df), which appears
to be the reason for the larger band gap variations in NH4PbI3

compared to FAPbI3.
Our results indicate that band gap variations in simulations

with fixed inorganic atoms are significantly smaller than in
simulations without constraints. Taking into account that
these band gap variations actually overestimate the effect of
the organic cation in the material, we can conclude that the
contribution of the organic cation to thermal disorder in
electronic properties is much smaller than the contribution
of motion of halide and metal atoms. Consequently, to a good
approximation, one can think that these materials have similar
properties as inorganic semiconductors, although the effects of
the organic part cannot be completely neglected. It is also
important to point out that this does not mean that substitution
of an organic group will lead only to a small change in band gap
variations. Namely, the presence of different organic cations in
the two materials leads also to different motion of the inorganic
part which may also significantly contribute to differences in
band gap variations.

Finally, we make some comments on the implications of the
effects of thermal disorder on charge carrier mobility in the
material. Relevant energy scales that should be used to
compare different materials are the (conduction or valence)
bandwidth and standard deviation of the band gap or the
(conduction or valence) band edge. Namely, when the standard
deviation of the band gap becomes comparable to the band-
width, (dynamical) localization of carriers takes place which
significantly slows down the transport. On the other hand,
when the bandwidth is much larger than the standard devia-
tion of the band gap the carriers are delocalized and carrier
mobility is high. In this work, we found that standard deviation
of the band gap in the investigated perovskites falls within the
range exhibited in inorganic semiconductors being larger than
in non-polar Si, but smaller than in polar GaAs. Band edge
variations in ordered regions in organic semiconductors are
also of similar order36,38 as in perovskites or inorganic semi-
conductors. However, these three groups of semiconductors
exhibit quite different charge carrier mobilities. Inorganic Si or
GaAs may have mobilities even larger than B1000 cm2 V�1 s�1,
while organic semiconductors rarely exhibit mobilities beyond
B1 cm2 V�1 s�1. The essential difference between these two
groups of materials is that bandwidths in inorganic semi-
conductors are much larger than band edge variations, while
in organic semiconductors band edge variations are comparable
to bandwidths, leading to strong effects of thermal disorder and

poor charge carrier transport. Halide perovskites exhibit band-
widths somewhat smaller or comparable to the bandwidths of
inorganic semiconductors and we have established in this
work that band edge variations in the investigated perovskites
are comparable to those in inorganic semiconductors. As a
consequence, it is expected that organic/inorganic halide per-
ovskites should exhibit similar or somewhat smaller mobilities
than inorganic semiconductors. The fact that mobilities beyond
B100 cm2 V�1 s�1 were observed in perovskites72 is consistent
with this expectation.

4 Conclusions

In conclusion, we investigated in detail the effects of thermal
disorder on the electronic properties of organic/inorganic
halide perovskite semiconductors. We find that the trend in
the strength of thermal disorder can be largely rationalized by
considering only the lattice constant of the material. To under-
stand the departure from the main trend one has to take into
account the strength of the dipole of the organic cation or the
degree of its rotational or translational flexibility. We find that
the contribution of the organic cation to band gap variations is
considerably smaller than the contribution of the inorganic
part. The strength of these variations, as well as the bandwidths
of the material, are similar as in inorganic semiconductors, in
agreement with very good charge transport properties of halide
perovskites.
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