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Uniquely defined geometric phase of an open system
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Various types of unravelings of Lindblad master equation have been used to define the geometric phase for
an open quantum system. Approaches of this type were criticized for lacking in unitary symmetry of the
Lindblad equation [A. Bassi and E. Ippoliti, Phys. Rev. A 73, 062104 (2006)]. We utilize quantum state
diffusion (QSD) approach to demonstrate that a geometric phase invariant on the symmetries of the Lindblad
equation can be defined. It is then shown that such a definition of the geometric phase could be either invariant
on the decomposition of the initial mixed state or gauge invariant, but not both. This alternative is inherent to
the definitions based on quantum trajectories. The QSD geometric phase is computed for a qubit in different

types of environments.
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State vectors |¢) of a quantum system are normalized and
the overall phase « in ¢'?|¢) has no physical relevance. Nev-
ertheless, two vectors on an orbit of the evolution governed
by the Schrodinger equation can have nonzero relative phase
a,,=arg(y(0) | Y(t)), which is measurable. It was Berry [1]
who first realized that the total relative phase «,, can be
represented as a sum of the dynamical part that depends ex-
plicitly on the Hamiltonian and the part that is of a geometric
origin. Berry considered evolution with Hamiltonian ﬁ(R(t))
depending on adiabatically and periodically changing param-
eters R and was able to show that a part of the total phase
acquired by the systems state vector during one period of
R(?) depends only on the geometric properties of the curve
R(7) in the parameter space [1,2]. It was soon realized that
there is a whole class of such geometric phases that appear
responsible for important physical effects [3]. In particular,
the geometric phase was defined for curves in the space of
pure states that did not relay on the adiabatic [4] nor cyclic
evolution [5,6]. It became clear that these geometric phases
are always related to the geometry of the system’s evolution
in the state space P, which has a nonzero curvature in the
natural connection determined by the Hilbert space scalar
product [2,7,5]. Tt is no surprise that the quantum informa-
tion processing revolution brought the idea that the geomet-
ric phase can be used for quantum computing, which has
been termed geometric or, more generally, holonomic com-
puting (see, for example, [8]).

However, realistic quantum systems must be treated as
open systems, i.e., together with their environment. The state
of an open system is in general not pure and is described by
a density matrix. Evolution of open quantum systems is nec-
essarily described in terms of transformations of the density
matrices even if the initial state is pure. There have been
several attempts to define the geometric phase for mixed
states of an open system (see, for example, [9—15]). Most of
them explore the representation of the mixed state of the
open system in terms of a collection of pure states of the
open system or in terms of reduction in a pure state of a
larger isolated system. For example, the quantum jumps un-
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raveling of the Lindblad master equation for the evolution of
the mixed state p(r) was used in [13] to define the geometric
phase using the quantum trajectories that appear in the un-
raveling. Approaches based on pure states quantum trajecto-
ries were criticized in [16] because they imply a phase that is
not invariant under the symmetry of the mixed state master
equation.

However, there is a stochastic unraveling of the master
equation in terms of pure state stochastic evolution, given by
the quantum state diffusion (QSD) theory [17], which has the
same symmetry as the master equation. We shall show that
QSD unraveling can be used to define the geometric phase
that retains the symmetry of the Lindblad equation. Thus, the
objections raised in [16] are not the problem of all definitions
of the geometric phase based on quantum trajectories. In
addition, we study the problem of invariance with respect to
equivalent pure state decompositions of the initial mixed
state and we demonstrate that there is the following alterna-
tive: the QSD geometric phase can be defined such that it is
either invariant with respect to the initial pure state decom-
positions or it is gauge invariant, but cannot satisfy both.
Thus, the real issue with all geometric phase definitions
based on pure state quantum trajectories is the nonunique-
ness on decomposition of initial mixed state and not the uni-
tary noninvariance.

In the sequel we consider open quantum systems that sat-
isfy Markov property. The most general continuous evolution
of such a system is given by the Gorini-Kossakowski-
Lindblad master equation (LME) [18] for the density matrix

pl2),
dp(t A A A apa PN
PO 151+ Sl Lyl L. (1)
where H generates unitary evolution and the Lindblad opera-

tors I:m describe the nonunitary influences of the environ-
ment. The LME (1) is invariant on the unitary transforma-
tions of the Lindblad operators:

Lm - E ukak? E umku;k’ = 5kk” (2)
k m

where * denotes complex conjugation of the complex num-
bers u,,,. Consequently, an observable quantity related to an
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orbit p(1),t € (¢,1;) of Eq. (1), like the would be geometric
phase, must not depend on u,,,. However, it was pointed out
in Ref. [16] that the definitions of the geometric phase based
on stochastic unraveling of Eq. (1) using a particular stochas-
tic Schrodinger equation with real Wiener noise or the quan-
tum jumps approach are not invariant on the transformations

of the type L,,— ¢'“L,,, which are the symmetries of Eq. (1)
in form (2).

The idea to analyze the deterministic mixed state evolu-
tion (1) by an equivalent random evolution of pure states is
known as the quantum trajectory approach to open system
dynamics and is also called unraveling of master equation (1)
[18]. The advantages of the description in terms of random
pure states over the description by density matrix p are two-
fold. The computations are much more practical, as soon as
the size of the Hilbert space is moderate or large [18]. On the
theoretical side, the stochastic evolution of pure states pro-
vides valuable insights that cannot be inferred from the
density-matrix approach [17-21]. Nonuniqueness of the rep-
resentation of the mixed state in terms of pure states implies
that there are several different types of unraveling that pro-
vide different insights into the dynamics of the open system.

We shall exploit the fact that the QSD equation is the
unique unraveling of Eq. (1), which has the same invariance
as Eq. (1) under the unitary transformations of environment
operators (2) [17]. The linear form of QSD equation is given
by the following formula:

ldg) = | - iHdt - 2, L} L,dt + 2, Ldw, ||¢(2),  (3)

where w,, are complex Wiener processes with respect to the
probability measure () satisfying

E()[dwm] = E(\)[dwmdwm’] = 07 E()[dwmdw;’] = 25m,m’dt'
(4)

]EQ['] denotes the expectation with respect to the stochastic
process. The stochastic process with increment |d¢) given by
Eq. (3) satisfies the unraveling property,

Ti[ p(1)A] = Eo[(p(1)|A] p())], (5)

for any operator A and for all times 1. Equation (3) is linear
and does not preserve the norm of wave function. There
exists a nonlinear norm preserving form of QSD equation
that is more convenient for efficient simulations of an open
system dynamics. However, we shall use, in a crucial way,
the linear form of the QSD theory.

It can be easily seen that stochastic process (3) is invariant
under transformation (2). In fact, the substitution of Eq. (2)

leads to the same Eq. (3) with dw, =2u,dw, and dwf,:
=3u;, dw; instead of dw,, and dw/, but these have the same
stochastic properties [Eq. (4)].

Consider an orbit p(1),r e (ty,t;) of Eq. (1). The initial
mixed state is a convex combination of pure state projectors
p(to) == GEN(HE|. Starting from initial condition ¢ (1)
= ¢]5 each of the pure states is evolved stochastically through
the space of pure states using Eq. (3) resulting in |¢% (1),
where subindex w corresponds to the sample paths of Eq.
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(3). Deterministic evolution through mixed states by Eq. (1)
from the initial pure state |GE)(#i| gives the curve pX(r),
which is equal to E(9[|¢’fv(t))(¢ﬁ,(t) 1, t € (ty,1,). Physical mo-
tivation based on the interferometric approach, elaborated in
[16], requires the total phase to be defined using the linear
QSD equation as follows:

o, (1) = arg Eo[( @ (10) | L.(1))]. (6)

The dynamical phase related with the curve p(f) can be
defined as

(1) = Im f E [((9)|d e (5))]- (7)

T

Phases (6) and (7) are well defined and uniquely associated
with the curve of mixed states pX(z), as will be presently
demonstrated and illustrated with examples. Finally, the geo-
metric phase of the curve p(f) is uniquely defined as the
difference of the total and the dynamical phases

(1) = (1) = oy, (1). (8)

This completes the definition of the phases in the case of
pure initial states.

Let us briefly demonstrate that phases (6) and (7) are in-
variant under transformation (2). The expression (¢|d¢) af-
ter substitution of Eq. (2) into Eq. (3) and using the proper-
ties of u,,;, becomes

(Bldep) = — ilH) yddt = 23 LIy gt + 2 (L gdwy,  (9)
k k

where (-), denotes the quantum expectation in the state
|(1)). Notice that due to the unitarity of u,, the stochastic
increments dw, in Eq. (9) satisfy the same properties (4) as
dw, and thus generate the same stochastic process |¢{‘V(t)>.
From the invariance of {¢|d¢) follows the invariance of
dynamical phase (7) along an orbit p*(f) of Eq. (1). In a
similar manner, it is obvious that total phase (6) is also in-
variant because the same stochastic process |¢]:v(t)> is gener-
ated. Furthermore, the imaginary part of Eq. (9) is always
equal to —(I:I>¢dt. Using the unraveling property (5) we get
the simple expression of dynamical phase

asyn(t) = —f Tr[ﬁk(s)l:l]ds. (10)

0

Note that the dynamical phase depends on the environment
only through the evolution of the state. Thus, the geometric
phase is well defined and uniquely associated with the orbit
pk(t) of LME (1).

Let us now focus on the phases for mixed initial states.
Dynamical phase is naturally generalized as

adyn(t) = 2 pka];yn(t) == J Tr[ﬁ(s)ﬁ]ds’ (l 1)
k [t

0

which is clearly the quantity related to the evolution of p(z).
One possible way to choose the total phase is
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FIG. 1. Dependence on the dimensionless time 7=uBt of the
geometric phase a, from initial state |17), for the thermal environ-
ment with 7=0.2 (dashed line) and 7=1 (solid line). uB=1, \
=0.1.

1) = arg EQ[E pldEwIB ], (2
k

and it is invariant on decomposition of initial density matrix
into convex combination of pure state projectors. Namely, let
S adxX5Xxk| be some other decomposition of p(zy). Then
there exists a unitary matrix U=({4,,) such that [22]

Py = = Ul X (13)

Taking |¢5)(|x()) as initial state at ¢,, evolution (3) gives a
distribution of wave functions |¢fv(t))[ Xo(£))]. Provided evo-
lution (3) is linear the following relation must hold:

BN = 2 U Vg Bl X2, (14)

Using relations (13) and (14) it is easy to show that
Eo| S ped (o) ¢’;<r>>] - EQ[E an X
k m

(15)

which proves the invariance of the total phase on decompo-
sition of initial density matrix. This conclusion assures that
the definition of total phase (12) represents a quantity that
does not depend on the convex decomposition of the initial
mixed state.

However, the geometrical phase a,(t)= a;,,(t) - ayy,(t) for
a mixed initial state obtained using definitions (11) and (12)
for the dynamical and total phase, respectively, is not invari-
ant on gauge transformations | (r))— | (1)), Hi(r)
— H(1)~da(r)/dt, under which Eq. (3) and relation (5) re-
main unchanged. The reason can be traced back to choice
(12) for the total phase which does not transform like a phase
under gauge transformations. An alternative definition of the
total phase could be

(1) = 2, py arg E[P[<¢ﬁ'(t0)|¢]§v(t)>]7 (16)
k

which has required transformation properties and yields a
gauge invariant geometrical phase. In this case, however, the
invariance on the convex decomposition of the initial mixed
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state is lost. Let us stress that these two alternatives arise for
the case of mixed initial states and are inherent to definitions
of a geometric phase that are based on quantum trajectories.
In the case of a pure initial state the definition of the geo-
metric phase for the open system using QSD unraveling is
both unique and gauge invariant.

We shall now apply the previous definitions (6)—(8) to two
examples. In both the isolated system is a qubit in a constant

magnetic field along the z axis: H =—uBo, and for the envi-
ronments we use standard examples of the dephasing and the
thermal environment. Consider first the dephasing environ-

ment represented here by I:=)\crz. This is almost a trivial
example since the Hamiltonian and the only Lindblad opera-
tor commute, but it has been commonly used as the testing
case for various definitions of the open system geometric
phase [11,13]. The QSD equation assumes the following
form:

|d¢) = [iuBo.dt — N2o2dt + No.dw]| ), (17)

and we get (p|dp)=iuB(c,)dt—\*dt+\{c.)dw. The dy-
namical phase associated with a pure initial state |db)
=cos(6/2)|+)+sin(#/2)|-) is given by —[sE[(H),]ds. Thus
we have to compute the expectation of wuB[{(0,)ds for
which the time dependence of (o), is needed. Using Itd cal-
culus it can be easily seen that d(o),=N\(¢,| p)(dw+dw*),
which implies that I[(o),]=const=E[{y|c,|pp)]. Thus
the dynamical phase is ag,=uB(0,)f(ds. This is the same
result as for the isolated system, which is to be expected

since I and H commute. Integrating Eq. (17) we obtain

arg F[( ol )] = arg(e'*P7'),

= arg[e'*B7 cos?(6/2) + e 'MB7:! 5in%(0/2)]

for the total phase, the same as in [16].
Next we consider the same system H =—uBo, but with the

thermal environment i:)\(ﬁ +1)o_+ANno,, where N\ is a
small coupling parameter and 7 is a parameter depending on
the temperature. In this case the evolution is given by

|dg) ={iuBodt + \[(7n + 1)o_ + ino, Jdw = N [(n + 1)*0,0-
+ito_o, + i+ 1) (0,0, + o_o.)]di}|$). (18)

The dynamical and the geometric phases are computed using
numerical solutions of Eq. (18) and are illustrated in Fig. 1.
The initial state in Fig. 1 is pure and we present the geo-
metrical phase for the open system evolution with two values
of n. Expectation values are computed using only 200
sample orbits. The curves for different u,,;, coincide demon-
strating the independence of the phases on the same transfor-
mations that characterize LME (1).

In summary, we have demonstrated that a geometric phase
of an orbit p(¢) of an open quantum system undergoing Mar-
kov evolution from a pure initial state can be well defined
and uniquely related with the orbit using the QSD unraveling
of the LME. The property of the QSD unraveling, not shared
by other types of unravellings, that it is invariant under the
same transformations as the LME is crucial for the unique
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association of the geometric phase with the orbit p(z). In the
case of mixed initial state the geometric phase can be defined
such that it is either invariant with respect to the initial pure
state decompositions or it is gauge invariant, but cannot be
both. This alternative is inherent to the definition of an open

PHYSICAL REVIEW A 80, 014101 (2009)

system geometric phase based on quantum trajectories and
cannot be overcome within this type of approach.
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