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Abstract

In present paper we analyze dynamics of fault motion by considering delayed interaction of 100 all-to-all coupled blocks with rate-dependent friction law in presence of random seismic noise. Such a model sufficiently well describes a real fault motion, whose prevailing stochastic nature is implied by surrogate data analysis of available GPS measurements of active fault movement. Interaction of blocks in an analyzed model is studied as a function of time delay, observed both for dynamics of individual faults and phenomenological models. Analyzed model is examined as a system of all-to-all coupled blocks according to typical assumption of compound faults as complex of globally coupled segments. We apply numerical methods to show that there are local bifurcations from equilibrium state to periodic oscillations, with an occurrence of irregular aperiodic behavior when initial conditions are set away from the equilibrium point. Such a behavior indicates a possible existence of a bi-stable dynamical regime, due to effect of the introduced seismic noise or the existence of global attractor. The latter assumption is additionally confirmed by analyzing the corresponding mean-field approximated model. In this bi-stable regime, distribution of event magnitudes follows Gutenberg–Richter power law with satisfying statistical accuracy, including the b-value within the real observed range.
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1. Introduction

Burridge–Knopoff (BK) model is commonly recognized as a phenomenological model of earthquake fault motion. Since the original experiment of Burridge and Knopoff [1], an array of interconnected blocks driving along the rough surface has been used to mimic the seismic movement along a fault, whose dynamics was repeatedly proved to obey Gutenberg–Richter and Omori–Utsu law [1–7]. Two different models are typically analyzed in this case: discrete one-dimensional or two-dimensional BK model and cellular automata version, initially proposed by Olami et al. [8]. Both of these models are equally used in observing the qualitative features of seismic fault motion [9–12]. Except for the seismic features arising from the specific friction law at the contact of blocks and rough surface of the lower plate [1,13–15] and from the viewpoint of statistical physics [16], BK model and its different variants have been studied from the viewpoint of nonlinear dynamics. Practically, dynamical instabilities in BK model have been studied mainly for single-and two-block models. Apparently, symmetric two-block models can produce spatially asymmetric dynamics [17]. On the other hand, asymmetric models, e.g. with different...
friction forces on each block, exhibit deterministic chaos for certain parameter ranges [18]. Field et al. [19] analyzed an electronic analog of a two-block mechanical system, and found very rich dynamics as a function of coupling strength. Indeed, their results indicate that the circuit exhibits alternating regions of periodic and chaotic behavior as coupling strength is varied. Galvanetto [20] studied the two-block BK model and showed that several periodic, quasi-periodic and chaotic attractors can coexist in this simple system. Erickson et al. [21] analyzed dynamics of one-block BK model with Dieterich–Ruina friction law and found that system undergoes a Hopf bifurcation to a periodic orbit, which then undergoes a period doubling cascade into a strange attractor. Similarly, the same authors [22] analyzed the dynamics of one-dimensional BK model, and showed that it also exhibits both periodic and chaotic motions, but with the size-dependent system’s transition to chaos. Within this research, we also analyze behavior of one-dimensional BK model from the viewpoint of nonlinear dynamics.

One should note that all of these previous studies on the dynamics of BK model analyzed the motion of an array of blocks as a deterministic system, without any stochastic variable. However, if we take into account the fact that the real observed fault motion is stochastic by nature, the starting BK model becomes stochastic, which further excludes the possible occurrence of deterministic chaos. Such a stochasticity naturally arises due to existence of random uncorrelated seismic noise, which originates from small-scale faulting, different irregularities and inhomogeneities or it is of undefined origin [23,24]. For this reason, in present paper we analyze dynamics of BK model in presence of random noise. Nevertheless, it is necessary to emphasize that coherent noise is hardly expected to occur at the seismogenic depth, since it typically arises from the reflection of seismic waves, ground rolls, traffic noise, etc.

Besides the neglected effect of seismic noise on dynamics of fault motion, preceding research on this topic included only the nearest-neighbor coupling in BK model, with only few studies on variable range interaction, primarily from the viewpoint of statistical physics [7,12]. However, long-range interactions are also observed in natural conditions. If we take San Andreas fault system as an example, Sanders [25] suggested that deformation of the northern part of San Jacinto fault zone affects the deformation on the Mojave segment of the San Andreas fault zone, due to geometric continuity of these two fault zones near their intersection. In particular, San Jacinto zone exhibits a seismic cycle every 150 years, which is similar to 132 years of seismic cycle for Mojave segment of San Andreas zone, which could imply that the concentrated stress increase along San Jacinto zone could help induce rupture of the Mojave segment on a similar time scale. If we follow the same reasoning as in Sanders [25], due to geometric continuity among adjacent parts of different segments of San Andreas fault, we could assume that deformation along one fault segment affects deformation along other parts of the same fault, since Johnson and Segall [26] reported that recurrence time of the northern part of San Andreas fault is in the range 188–315 years, close to 132 years for Mojave segment. Now, if we take a look at great earthquakes recorded along the San Andreas fault, namely M7.7 from 1680 in Salton Trough, M7.9 from 1857 in Fort Tejon and M7.8 from 1906 in San Francisco, we could conclude there is an average recurrence period of approximately 150 years between large earthquakes along a single fault. This fact is presumed to confirm two basic assumptions: (1) that all segments of the same fault are indeed in interaction (case of globally coupled units) and (2) that there is a certain delayed effect in their interaction. One should note that, from the viewpoint of nonlinear dynamics, global coupling of blocks represents the limit case of coupling, which is commonly observed in systems with large number of units, like ensembles of neurons [27]. As for the introduced delayed interaction, it could also occur due to assumption of long-range interaction among the units in the observed system, which further implies long-term or memory effect [28]. Practically, if we consider that motion of a single block can represent a seismic event, than it is obvious that such an earthquake would strongly and directly influence the next event, and then the next event again would affect its next one and so on. In other words, movement of a single block or cluster of blocks at time t depends on some preceding motion of connecting blocks at some previous time t − τ. Such an effect is also found to exist in the original work of Burridge and Knopoff [1], who showed that there is a delayed interaction among cluster of blocks, with the intensity of time delay determined by the viscous properties along the specified fault segment. This effect is also qualitatively incorporated in our model by including time delay τ in the connections among blocks of the observed system.

To resume, in present paper we analyze the dynamics of an array of blocks, by assuming all-to-all coupling between them, with a time delay in their interaction and in the presence of seismic noise. Although having real and experimental backgrounds, such a model has not been analyzed so far in previous studies. Our main goal is to examine the qualitative changes of dynamics in a proposed spring-slider model, and to try to explain its origin, with only a phenomenological analogy with the real observed data.

2. Direct evidence of stochastic fault motion

Mechanism of fault motion has been mainly modeled as a deterministic process [for a review, see 16]. Indeed, most deterministic models provide sufficiently accurate results for a phenomenological description of fault motion and earthquake nucleation. This is probably the reason why stochastic models have not been examined so far in this context. Also, there is a lack of direct experimental evidence confirming the stochastic nature of fault motion. Therefore, we firstly investigate the possible stochastic dynamics of fault motion on the basis of experimental data. Since fault motion at seismogenic depths is not accessible for a direct observation, our analysis is based on in situ measurements of ground deformation near active faults, whose dynamics is assumed to sufficiently well mimic the real fault motion. For this purpose, we examine displacement data recorded at 20 different GPS stations, uniformly distributed along the active segments of San Andreas transform fault, as it is shown in Fig. 1 [29]. Analysis was performed using the surrogate data testing of the null hypothesis that data are independent random numbers drawn from some fixed but unknown distribution [30]. Our aim was to achieve a
Fig. 1. Uniformly distributed GPS stations along a San Andreas fault, whose measurements are examined in present paper (upper panel). Example of recorded north (middle panel) and east (lower panel) horizontal crustal deformation in the period 04/01/2015–08/01/2015 at a GPS station P554. Qualitatively similar time series are recorded at other GPS stations.
significance level of $\alpha = 0.95$ when confirming or rejecting a null hypothesis, which means that for a single-sided test we have to generate $1/(1-\alpha) - 1$ surrogates for the original data. Therefore, 19 surrogates are generated by randomly shuffling the data (without repetition), thus yielding surrogates with exactly the same distribution yet independent construction. Surrogates are generated using Matlab toolkit MATS [31]. In order to test the null hypothesis, zeroth-order prediction error is calculated for the original recording ($y_0$) and for each of the 19 generated surrogates ($y$) according to the algorithm suggested by Kantz and Schreiber [32]. If $y_0 < y$, then a null hypothesis can be rejected. On the other hand, if $y_0 > y$ at any instance of the test, we could not reject null hypothesis. Prediction errors were calculated by embedding each time series into the phase space with embedding dimension $m \in [1,5]$ and embedding delay $\tau \in [1,5]$. In particular, embedding dimension was determined using the symplectic geometry method [33], while mutual information method [34] was applied for embedding delay. Neighbors for prediction were sought among those points that were inside 5% of the maximal distance to the reference, excluding the effect of in-time neighbors.

Results of the performed analysis indicate that temporal changes of crustal deformation in horizontal direction belong to a class of random temporally uncorrelated series. Apparently, zeroth-order prediction error for the original data $y_0$ for all the examined GPS measurements is well within the prediction error of the randomly shuffled series $y$ irrespective of prediction step $n$ for all generated surrogates, except for the first few prediction steps, which we consider as a transient feature (Fig. 2). Relying on these results, further analysis is conducted by assuming that such behavior arises from the effect of incoherent seismic noise, modeled as independent Wiener process.

3. Model setup

In present paper, earthquake fault motion is examined by analysis of dimensionless spring-slider model with $N$ units, whose dynamics is described by the following set of stochastic delay differential equations (SDDEs):

$$\begin{align*}
U_{1i}(t) &= U_{2i}(t) \\
dU_{2i}(t) &= \left\{-U_{1i}(t) + \Phi(U_{2i} + v) - \Phi(v) + \frac{K}{N} \sum_{j=1}^{N} \left[U_{1j}(t - \tau) - U_{1i}(t)\right]\right\} dt + \sqrt{2D}dW_i,
\end{align*}$$

(1)

where $U_{1i}$ and $U_{2i}$ represent displacement and velocity of the $i$th block, respectively, $K$ is constant of spring connecting the blocks, $\Phi$ stands for the friction force, $\tau$ is time delay and $v$ is a nondimensional pulling background velocity. Terms $\sqrt{2D}dW_i$ represent stochastic increments of independent Wiener process, i.e. $dW_i$ satisfy:

$$E(dW_i) = 0, \quad E(dW_idW_j) = \delta_{ij}dt$$

(2)

where $E(\cdot)$ denotes the expectation over many realizations of the stochastic process and $D$ is intensity of additive local noise. Each of $i = 1,2,\ldots,N$ units in (1) is coupled with each other unit.In present case, we examine system of 100 units ($N = 100$).

In present analysis, values of time delay $\tau$ and coupling strength $K$ are chosen to be equal for all the blocks in system (1), which is the limit case of homogeneous conditions along the fault. Also, equal values of coupling strength and time delay could be observed as mean values of these parameters in a multi-block system.

One should note that friction force $\Phi$ in (1) is given in general form due to simplicity. In particular, it is assumed to be only rate-dependent:

$$\Phi(V) = -(\mu_0 + a \ln(V)),$$

(3)

where $V$ is the general notion for the friction arguments in (1). This type of friction resembles the friction force already proposed by Scholz [35], only without the state dependent term, which is incorporated in (1) by introducing the time delay $\tau$. In (3), $\mu_0$ is a steady-state friction (whose value could be assumed arbitrarily large in order to secure the proper action of friction force), while $a$ represent a material property which depends on different temperature and pressure conditions. Such prominent dependence of friction on slip rate is qualitatively supported by the recent laboratory findings, which indicate more complex nature of fault friction, but still strongly dependent on slip rate [36,37]. One should note that Eq. (1) is derived according to the previously proposed model [38]. Details of derivation are given in the Appendix.

From the viewpoint of nonlinear dynamics, detailed mathematical model of fault motion (1) involves an extremely large system of nonlinear stochastic delay differential equations (SDDEs), making its analysis impossible without more or less severe approximations. In order to be able to analyze dynamics of system (1), we need to derive its deterministic approximation, which will sufficiently accurately describe its dynamics, and will enable local bifurcation analysis. It is our goal to study some aspects of an approximation determined by only five deterministic delay differential equations (DDEs) of a fault motion model described by many-component SDDEs. For this purpose, we apply the method of mean-field approximation, which is based on a set of approximations that replace a many component system by a simpler system described by a small number of average macroscopic properties [39]. The attempts at providing a reduced description instead of using the complete set of equations for every constituent of the population have a particularly long history within neuroscience [40–43]. Similar approach has also been applied in the area of seismology, primarily for analyzing the dynamics of earthquake fault models, such as cellular automata or spring-slider model. For instance, Dahmen et al. [44] analyzed a heterogeneous fault system as an array of discrete cells in a two-dimensional plane, with elastic coupling between cells in the mean-field approximation. Results of their research imply that calculated exponents for the power-law earthquake distributions and the
Fig. 2. Surrogate data test for the null hypothesis that data are independent random numbers drawn from some fixed but unknown distribution. Black lines indicate zeroth-order prediction errors for the surrogates (γ), while red lines denote prediction errors for the original recordings (γ₀) as a function of prediction steps n. Results in left and right panels pertain to the measurements in horizontal north and east direction, respectively, for all recording stations belonging to the specified GPS networks. It is clear that except for the first few prediction steps, γ₀ is well within distribution of γ, which makes it impossible to reject the null hypothesis. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
divergence of the cutoff length scale for the mean-field model can be expected to apply to models with realistic interactions, with possible logarithmic corrections. As for the spring-slider models, Xia et al. [7] found a mean-field spinodal critical point in a BK model with long-range stress transfer between the blocks as in the long-range cellular automata models. Moreover, some previous studies [45,46] indicated that natural earthquake fault systems are effectively ergodic and mean-field for significant periods of time.

Within present research, method of mean-field approximation gave the final approximated model (1) in the following form:

\[ \dot{m}_{U_1}(t) = m_{U_1}(t), \]
\[ \dot{m}_{U_2}(t) = -m_{U_1}(t) + a \ln v - a \ln (m_{U_2} + v) + \frac{a}{2} \frac{1}{(m_{U_2} + v)^2} s_{U_2} + \frac{1}{4} \frac{1}{(m_{U_2} + v)^4} 3s_{U_2}^3 + K[m_{U_2}(t - \tau) - m_{U_2}(t)]. \]
\[ \frac{1}{2} \dot{s}_{U_1}(t) = s_{U_1} - \frac{a}{(m_{U_1} + v)} - \frac{a}{(m_{U_1} + v)^3} s_{U_2} - (K + 1)s_{U_1} + D, \]
\[ \dot{s}_{U_1} = -s_{U_1} \left[ -\frac{a}{(m_{U_1} + v)} + \frac{a}{(m_{U_1} + v)^3} s_{U_2} \right] - (K + 1)s_{U_1} + s_{U_2}(t) \]

Detailed derivation of model (4) is given in the Appendix. Further on, we shall proceed with a standard local bifurcation analysis of the system (4) in the vicinity of the equilibrium point.

4. Local bifurcation analysis

Local bifurcation analysis of the approximated model (4) is conducted numerically using DDE-BIFTOOL in Matlab, which comprises a collection of adaptable Matlab routines suitable for the numerical bifurcation analysis of systems of DDEs [47]. The obtained results indicate a transition from equilibrium state to periodic oscillations for certain parameter values, as it is shown in Fig. 3. These dynamical states for mean-field model (4), i.e. 5 deterministic equations (left panel at Fig. 4) correspond well to the behavior of the starting system (1), i.e. 200 stochastic equations (right panel at Fig. 4). In particular,
Fig. 4. Time series of approximated mean-field displacements (left panels) and corresponding mean displacements of 100 blocks (right panels). Parameter values are conveniently chosen for equilibrium state and periodic oscillations. It is clear that mean-field model (4) in a sufficiently accurate way describes dynamics of the starting model (1), marking in that way expected position of stochastic bifurcation curves for the starting system (1). Frequency of oscillations for both the starting stochastic model and its mean-field approximation is the same (\( f = 0.33 \)).

performed numerical analysis showed that qualitatively similar dynamics is observed for both the starting stochastic system of \( N \) blocks (1) and its mean-field approximation (4). One should note that in Fig. 4 we only show time series of a mean displacement for the starting system (1) and mean-field approximated model (4), since displacement magnitude is directly proportional to earthquake magnitude. Corresponding time series for mean velocity of systems (1) and (4) are qualitatively similar. Also, it should be emphasized that negative values of displacement and velocity are the consequence of the coordinate transformation, where the system is constantly moving around the stationary value \( \nu = 1.2 \). It should be noted that for cases \( U_2 < 0 \), friction force acts in opposite direction, i.e. in both cases (positive and negative values of velocity), it opposes the displacement of the block.

Equilibrium state for the starting model (1) is represented by small fluctuations around the constant zero value of a mean-field approximated displacement for a mean-field model (4). On the other hand, when bifurcation curve is crossed (e.g. in diagram \( K-\tau \)), oscillation frequencies are the same for both the starting model (1) and approximated system (4), while amplitude could be slightly different due to effect of the introduced random seismic noise in the stochastic model (1). It should be noted that equilibrium state and periodic oscillations are clearly captured only in \( K-\tau \) diagram. Bifurcation
Fig. 5. (a–d) Time series of mean-field displacement in an approximated model (4) for initial conditions away from and near the equilibrium point and for different values of material property $a$ and time delay $\tau$ prior the bifurcation. (e, f) Time series of mean displacement of 100 blocks in a starting non-approximated system (1) for initial conditions away from the equilibrium point and for different values of material property $a$ and time delay $\tau$ prior the bifurcation. Qualitatively similar time series for starting system (1) are obtained for the same parameter values, but for initial conditions near the equilibrium point.
curves in other diagrams, where parameters $a$, $\tau$ and $K$ are given as function of $D$, are captured only for the mean-field approximated model (4). These bifurcations in the real starting model (1) are captured only as significantly higher fluctuations of stochastic system when bifurcation curve is crossed.

In this way, we confirmed that mean-field approximated model (1) describes the dynamics of the starting model (1) accurately enough, so the obtained bifurcation curves in general correspond to bifurcations of the original system. From the seismological viewpoint, different dynamical states correspond to different regimes of aseismic motion, i.e. equilibrium state corresponds to the state when there is no movement along the fault or steady sliding along the fault in the original system (1A), while the periodic oscillatory motion denotes the aseismic creep along the fault, which is well documented in real conditions in the Earth’s crust [48,49].

One should note that a more detailed analysis of the observed dynamics imply the following. In dependence on initial conditions, for parameter values prior to bifurcation, mean-field approximated model (4) could be in EQ regime or within
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**Fig. 6.** Examples of power-law behavior of system (1) away from the equilibrium point in a bi-stable regime near the bifurcation curves, for the points (1)-(4) in Fig. 3. It is clear that for different parameter values magnitude–frequency distribution follows the Gutenberg–Richter law with satisfying statistical accuracy, while the corresponding $b$-value is in the range of real observed data. The lower cut-off was chosen so as to exclude displacements below or equal to the introduced seismic noise, as well as displacement for which event magnitude $M=0$. Furthermore, for each example, ratio of velocity sums of all blocks to the introduced noise level is at least $10^2$, which qualitatively corresponds to the real observed values.
a so-called “bi-stable regime”. When initial conditions are set near the equilibrium point, mean-field model (4) is in EQ regime, regardless of the parameter values (before the bifurcation occurs, Fig. 5a and b). On the other hand, if initial conditions are set away from the equilibrium point, mean-field model (4) could be in EQ regime (Fig. 5c) or could exhibit oscillatory behavior due to effect of global bifurcation depending on the parameter values prior to local bifurcation (Fig. 5d).

In a starting stochastic system of \( N \) blocks \( (1) \), impact of global bifurcation reveals in high amplitude fluctuations above the introduced noise level (Fig. 5f). However, such fluctuations in system \( (1) \) could also arise due to sole effect of the introduced random noise (Fig. 5e), if the system (4) is close enough to bifurcation curve, regardless of the initial conditions.

In summary, on the basis of the conducted bifurcation analysis, two main conclusions could be drawn. First of all, mean-field model (4) sufficiently well describes dynamics of the starting model \( (1) \), which is indicated by qualitatively the same dynamical behavior below and above the obtained bifurcation curves. Secondly, irregular behavior of the starting model \( (1) \) imply two possible scenarios: either the effect of introduced noise induces the possible occurrence of stochastic bifurcation or there exists another basin of attraction of some global attractor in parallel to basin of attraction of the equilibrium point.

5. Macroseismic implications

From the viewpoint of seismology, performed bifurcation analysis indicates that earthquakes could be expected to occur only in a bi-stable dynamical regime in the vicinity of a bifurcation curve provided that initial conditions along the fault are far from the equilibrium state (the case of active fault). In particular, irregular oscillations with amplitude higher than assumed noise level arise only for this regime, as an effect of either the introduced noise or the global attractor. Small fluctuations of system \( (1) \) well below the bifurcation curve, which correspond to equilibrium state, cannot be treated as relevant for real seismic events, since their amplitudes are significantly lower than the introduced noise level. On the other hand, regular periodic oscillations of the starting system \( (1) \) above the bifurcation curve could hardly be expected to occur in real conditions, since regular periodic recurrence of seismic events has rarely been observed along a single fault. In particular, periodic occurrence of earthquakes is captured in the real conditions only for the strongest earthquakes at certain locations in the Earth’s crust, like Nankai seismic area \( [50] \). Nevertheless, if we take into account all earthquakes recorded in a single area, than their occurrence will certainly be aperiodic. Therefore, we could treat periodic oscillations also as an example of aseismic creep, which is more frequent case in the reality \([48,49]\).

In order to verify that a starting model \( (1) \) in a bi-stable dynamical regime exhibits dynamics which is relevant for the real observed seismicity, we analyze the statistical distribution of events for different time series of displacement sums near the bifurcation curves (Fig. 6). In this case, magnitude of an event is typically defined as a natural logarithm of displacement sums for all blocks \( [16] \), while an event is defined as a peak (local maximum) of mean displacement of system \( (1) \) above a certain threshold. Introduced noise level is conveniently chosen so as to obtain results which are comparable with the real observed data. In particular, for the lower cut-off we chose those sums whose magnitude is equal to \( M = 0 \), excluding in that way very weak earthquakes which are induced only by small displacements along the observed fault. Also, average ratio of velocity sums to the introduced noise is at least \( 10^2 \), which is typically reported as a lower threshold for this ratio in real conditions.

Performed statistical analysis indicated that distribution of observed event magnitudes for a certain time range, neglecting the transients, follows the Gutenberg–Richter power law with satisfying statistical accuracy (high values of \( R^2 \) and low residual sum of squares) and with the \( b \)-value in the range \([0.90–1.06]\), which corresponds well to the real observed data.

6. Conclusion

In present paper, we analyzed stochastic model of fault motion with included effect of seismic noise and time delay. Introduction of seismic noise was justified by surrogate data analysis of ground deformation near San Andreas fault system, which showed that fault movement could be treated as a random process, probably due to the impact of incoherent seismic noise. On the other hand, delayed interaction of blocks within a fault system was also found in the original work of Burridge and Knopoff \([1]\) and it was implied by the real observed data.

Dynamics of starting model, which consists of 100 blocks, is examined using mean-field approach, which enabled us to detect the possible occurrence of deterministic bifurcations. In particular, instead of 200 stochastic delay differential equations, mean-field approach provided five delay differential equations, which sufficiently accurate describe the behavior of the starting system. The obtained results indicate that a bifurcation from equilibrium point to limit cycle occurs for a certain parameter range. Long-period aperiodic irregular oscillations also arise, either due to the introduced seismic noise or they occur under the impact of some global attractor. Either way, these long-period oscillations are shown to obey power-law behavior, with the parameter values which are comparable to the real observed data.

If one compares the performed research and obtained results with the previous studies on the same topic, several novelties could be singled out. First of all, seismic noise and delayed interaction among different fault segments (interacting blocks of the model), as existing natural factors, are for the first time introduced in the examined model. Secondly, method of mean-field approximation is for the first time applied in the analysis of dynamics of a spring-block model, providing sufficiently accurate results. Moreover, it is shown for the first time that irregular mean displacement of a whole fault near the transition from equilibrium state (EQ regime) to aseismic creep (LC regime) could occur either due to sole effect of
seismic noise or under the impact of seismic noise in the presence of local and global attractor. This is contrast with previous studies, which commonly claimed that irregular displacement of a fault, i.e. seismic motion, represents an example of deterministic chaos [21,22,38].

In conclusion, performed research set a solid base for future studies for two main reasons. Firstly, it is shown that stochastic model of fault motion is justified from the viewpoint of seismology, relying on the results of real observed data and surrogate data testing. Secondly, irregular oscillations near the bifurcation curve, which resemble of stick-slip motion, are confirmed to obey power-law behavior. On the basis of these main results, further research should focus on interaction of blocks within the model, by comparing individual and collective behavior. Moreover, interaction of blocks in a two-dimensional plane would certainly bring new dynamical features which could have significant implications from seismological viewpoint.
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Appendix

Model derivation

Present research on earthquake fault motion is based on the analysis of non-dimensional mono-block model, originally suggested in [38]:

\[ \ddot{U}(t) = -U(t) + \Phi(\dot{U}(t)) + vt, \]

(1A)

where variable \( U \) represents the block displacement, \( \dot{U} \) is the velocity of the block (defined in the standing reference frame), \( \ddot{U} \) is the block acceleration, \( v \) is dimensionless pulling speed, and \( t \) is time variable. Friction force \( \Phi \) is assumed to be only rate-dependent. The unstable equilibrium around which the orbits of block move in phase space is given in the following way:

\[ U_e(t) = vt + \Phi(v), \]

(2A)

which is determined by setting \( \ddot{U} = 0 \) and \( U = v \) in (1A).

From (1A), one can write:

\[
\begin{align*}
\dot{U}_1(t) &= U_2(t) \\
\dot{U}_2(t) &= -U_1(t) + \Phi(U_2(t)) + vt,
\end{align*}
\]

(3A)

where \( U_1 \) and \( U_2 \) denote displacement and velocity of a single block, respectively.

Using the following coordinate transformation:

\[
\begin{align*}
U_{1\text{new}}(t) &= U_1 - U_e(t) = U_1(t) - (vt + \Phi(v)), \\
U_{2\text{new}}(t) &= U_2(t) - v,
\end{align*}
\]

(4A)

after which we return to old notation, one could get the following system of equation for the motion of a single block:

\[
\begin{align*}
\dot{U}_1(t) &= U_2(t) \\
\dot{U}_2(t) &= -U_1(t) + \Phi(U_2(t) + v) - \Phi(v).
\end{align*}
\]

(5A)

Starting from (5A) one can derive the spring-slider model of \( N \) interconnected blocks given as system of Eq. (1) in Section 3.

Mean-field approximation

By deriving the Taylor expansion of \( \Phi(U_2(t) + v) \) in the vicinity of the mean values \( \langle U_1 \rangle, \langle U_2 \rangle = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} U_{1i}(t), \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} U_{2i}(t) \) = \( (m_{U1}, m_{U2}) \) system (1), in the thermodynamic limit, for \( N \to \infty \), becomes:

\[
\begin{align*}
dU_{1i}(t) &= U_{2i}(t)dt \\
dU_{2i}(t) &= [-U_{1i}(t) + \Phi(m_{U2} + v) - \Phi(v) + \frac{1}{1!}\Phi'(m_{U2} + v)][U_2(t) - m_{U2}] + \\
&+ \frac{1}{2!}\Phi''(m_{U2} + v)[U_2(t) - m_{U2}]^2 + \frac{1}{3!}\Phi'''(m_{U2} + v)[U_2(t) - m_{U2}]^3 + \\
&+ \frac{1}{4!}\Phi^{(4)}(m_{U2} + v)[U_2(t) - m_{U2}]^4 + K[m_{U1}(t - \tau) - U_1(t)]dt + \sqrt{2DdW_i}.
\end{align*}
\]

(1B)
In order to derive mean-field approximate dynamical equations for starting system (1) in the main text, we shall first suppose that: (a) dynamics is such that the distributions of $U_1$ and $U_2$ are Gaussian and (b) for large $N$ the average over local random variables is given by the expectation with respect to the corresponding distribution, as in [39]. In the limit $N\to\infty$, the last assumption is expected to become equality, implied by the strong law of large numbers [51]. In the mean-field approach it is commonly assumed that (b) is approximately true even for finite but large $N$ despite the non-zero interaction between the local random variables. The first assumption should be expected to be true when the noise intensity is small, i.e. $D \approx 1$ [52,53]. With these assumptions the system (1B) of $N$ SDDes can be reduced to five DDEs for the macroscopic variables $m_{U1}(t)$, $m_{U2}(t)$ and the second order cumulants.

Following the procedure from Burić et al. [39], starting system (1B) of $N$ SDDes is reduced to the system of only five deterministic DDEs for the global variables and global centered moments:

$$m_{U1}(t) = \langle U_1(t) \rangle, \quad m_{U2}(t) = \langle U_2(t) \rangle, \quad s_{U1}(t) = \langle n^2_{U1}(t) \rangle, \quad s_{U2}(t) = \langle n^2_{U2}(t) \rangle, \quad s_{U1U2}(t) = \langle n_{U1} \cdot n_{U2} \rangle,$$

where $n_{Uj}(t) = m_{Uj}(t) - U_j(t)$, $j = 1, 2$.

The final mean-field approximated model with the general form of friction term $F$ is given in the following way:

$$\dot{m}_{Uj}(t) = 2 \sum_{\nu} \Phi(m_{Uj} + \nu) - \Phi(\nu) + \frac{1}{2} \Phi''(m_{Uj} + \nu) s_{Uj} + \frac{1}{24} \Phi^{(4)}(m_{Uj} + \nu) s_{Uj}^2 + K[m_{Uj}(t - \tau) - m_{Uj}(t)],$$

$$\frac{1}{2} \dot{s}_{Uj}(t) = s_{UjUj},$$

$$\frac{1}{2} \dot{s}_{UjU2}(t) = s_{UjUj} \left[ \Phi'(m_{Uj} + \nu) + \frac{1}{2} \Phi''(m_{Uj} + \nu) s_{Uj} \right] - (K + 1) s_{UjU2} + D,$$

$$\dot{S}_{UjU2}(t) = S_{UjUj} \left[ \Phi'(m_{Uj} + \nu) + \frac{1}{2} \Phi''(m_{Uj} + \nu) s_{Uj} \right] - (K + 1) s_{UjU2} + S_{UjUj}(t)$$

The final form of (3B) with included rate-dependent friction term is given in the main text as system (4).

References