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We present a numerical solution of the quantum Lenard-Balescu equation using a spectral method,

namely an expansion in Laguerre polynomials. This method exactly conserves both particles and

kinetic energy and facilitates the integration over the dielectric function. To demonstrate the

method, we solve the equilibration problem for a spatially homogeneous one-component plasma

with various initial conditions. Unlike the more usual Landau/Fokker-Planck system, this method

requires no input Coulomb logarithm; the logarithmic terms in the collision integral arise naturally

from the equation along with the non-logarithmic order-unity terms. The spectral method can also

be used to solve the Landau equation and a quantum version of the Landau equation in which the

integration over the wavenumber requires only a lower cutoff. We solve these problems as well

and compare them with the full Lenard-Balescu solution in the weak-coupling limit. Finally, we

discuss the possible generalization of this method to include spatial inhomogeneity and velocity

anisotropy. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4963254]

I. INTRODUCTION

The Landau equation, or its equivalent formulation in

terms of the Fokker-Planck equation,1 is a valuable tool in the

study of out-of-equilibrium weakly coupled plasmas.2,3 The

assumption of small-angle binary scattering between the par-

ticles is well-suited to Coulomb interactions at high tempera-

ture and low density. However, this approximation results in a

divergence at small impact parameters, and the neglect of

screening leads to a divergence for large particle separations

due to the long-range nature of the Coulomb interaction. As is

well-known, these divergences require cutoffs, which, in prac-

tice, mean choosing a Coulomb logarithm and thereby adding

a level of ambiguity to the calculation. Although a more real-

istic calculation does contain such a logarithmic term, there

are other terms potentially the same order as log K that we are

discarding by using Landau/Fokker-Planck. To include these

terms requires a more sophisticated collision operator. An

option is a quantum version of the Boltzmann equation,4

which naturally handles strong collisions, avoiding the small-

angle approximation. Another candidate is the quantum

Lenard-Balescu (QLB) equation, which accounts for both

quantum diffraction, solving the large-k (wavenumber) diver-

gence, and dynamical screening, giving convergence as

k! 0, in a natural way and thus requires no input Coulomb

logarithm. This equation has been used extensively to

calculate various plasma properties at weak coupling, such

as transport coefficients5–8 and temperature equilibration

rates.9,10 These computations do not require a time-dependent

solution of the QLB equation, and indeed the latter has rarely

been attempted; the quantum Lenard-Balescu equation is far

more complicated than Landau/Fokker-Planck, which itself is

not trivial to solve.11,12 We present here a numerical solution

of the quantum Lenard-Balescu equation for a velocity-

isotropic, spatially homogeneous, one-component plasma.

The paper is organized as follows. In Section II, we

describe the equation in detail, and in Section III, we intro-

duce our solution method, which, for reasons discussed

there, is very different from those traditionally used to solve

the Fokker-Planck equation. In Sections IV and V, we

describe how we solve the most difficult problem, the inte-

gration over the dielectric function. Our solution method can

easily be applied to several simpler kinetic equations, such

as the Landau equation, and we enumerate these in Section

VI and give the minor modifications needed for each. In

Sections VII–IX, we describe our initial conditions, the

numerical solution of the ordinary differential equations that

arise from our method, and we show the relaxation to equi-

librium of various initial distributions. In the remainder of

the paper, we discuss possible generalizations of the method

to handle anistropy in velocity and inhomogeneity in space.

II. QUANTUM LENARD-BALESCU EQUATION

The equation we will solve is the non-degenerate quantum13

Lenard-Balescu14,15 equation for a one-component plasma

@f

@t
¼ CQLB fð Þ; (1)

where
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CQLB fð Þ ¼ � 1

4p2�h2

ð
d3v0

ð
d3k

j/ kð Þj2����� k; k � vþ �hk2

2m

� �����
2

� d k � v� v0ð Þ þ �hk2=m
� �

� f vð Þf v0ð Þ�f vþ �hk=mð Þf v0 � �hk=m
� �h i

;

(2)

where m is the particle’s mass, �h is Planck’s constant, and

we use the Coulomb potential

/ kð Þ ¼ 4pe2

k2
: (3)

The dielectric function is given by

� k;xð Þ ¼ 1� 4pe2

k2
v k;xð Þ (4)

and vðk;xÞ is the free-particle response function

v k;xð Þ ¼ v 0ð Þ k;xð Þ

� lim
g!0þ

ð
d3v

f vð Þ � f vþ �hk=mð Þ

�hx� �hv � k� �h2k2

2m
þ ig

: (5)

This equation is valid when the system is non-degenerate,

i.e., when

h � 2mkBT

�h2 3p2nð Þ2=3
� 1; (6)

where n is the number density, and weakly coupled

C � e2 4=3pnð Þ1=3

kBT
� 1: (7)

When the former condition is violated, additional factors of

1� f appear in the integrand in (2), and the latter is required

for the validity of the random phase approximation. Generally

speaking, this equation describes high-temperature, low-den-

sity plasmas.

The presence of the distribution in the response function

is a serious complication. Even worse, integrals over the

dielectric function often contain very narrow peaks and their

numerical integration can be tricky even at equilibrium16,17 let

alone for arbitrary distributions. These difficulties, coupled

with the fact that the Landau equation, despite its deficiencies,

yields distributions that are likely qualitatively correct at weak

coupling, have kept the Lenard-Balescu (LB) equation from

being studied numerically in any serious way in plasma phys-

ics. There are, however, several examples of its solution in the

context of carrier scattering in semiconductors (e.g., Binder

et al.,18 and see the book of Bonitz19 for further discussion

and references). We know of only one previous attempt in the

plasma context: Dolinsky’s pioneering 1965 solution of the

classical LB equation20 using a discretization method in

velocity. This work predates the advent of conservative veloc-

ity discretization schemes even for the Fokker-Planck equa-

tion, but it is not completely clear that such methods are

generically well-suited to the Lenard-Balescu equation any-

way because of the need to integrate accurately over the fea-

tures of the dielectric function. This issue could certainly use

a more thorough investigation. In any case, the classical equa-

tion considered by Dolinsky is divergent at large k and, unlike

the quantum version, an artificial cutoff is needed. Besides

Dolinksy, there is also the somewhat related work of Ricci

and Lapenta,21 in which they consider a one-dimensional ver-

sion of the Lenard-Balescu equation. While certainly interest-

ing, their system is primarily of theoretical value (it cannot

equilibrate, for example). Although many sophisticated tech-

niques are now available for the Landau and Boltzmann equa-

tions,22–27 enabling solution in multiple spatial and velocity

dimensions with several different particle species, we are only

capable, for the moment, of a solution of the QLB equation

for a spatially homogeneous, one-component plasma with an

isotropic velocity distribution. In Section X, we will discuss

how the method can be generalized.

As we explain in detail in Section V, after the initial

condition has been chosen, only one dimensionless combina-

tion of the various physical parameters is really important in

the subsequent evolution. We therefore do not lose much by

specializing to electrons, so that m in the above equations is

equal to the electron mass, me, and fixing the number density

which we shall henceforth call ne.

III. METHOD

Because of the difficulties associated with the dielectric

function, we choose to steer clear of discretization in veloc-

ity. Instead, we use an expansion in Laguerre polynomials

f v; tð Þ ¼ f eq vð Þ
X1
n¼0

An tð ÞL
1
2ð Þ

n
ubmev2

2

� �
; (8)

where

f eq vð Þ � ne
meb
2p

� �3=2

exp �mebv2

2

� �
(9)

is the Maxwell distribution, b � 1=kBT, kB is Boltzmann’s

constant, T the temperature of the final equilibrium state, and

ne is the particle number density. The parameter u 2 ½1; 2�
will be discussed in detail below. Multiplying by the

Maxwell distribution is convenient because it is the station-

ary solution of this form of the QLB equation, and thus in

equilibrium we will simply have

An ¼ dn0: (10)

In other words, the action of the collision operator is to

attempt to drive down all coefficients with n> 0. Because

we are multiplying by the Maxwell distribution, the

Laguerre orthogonality property proves usefulð1
0

xae�xL að Þ
n xð ÞL að Þ

m xð Þdx ¼ C nþ aþ 1ð Þ
n!

dn;m: (11)

For example, if we choose u¼ 1, conservation of particles

and energy correspond to the simple identities

092119-2 Scullard et al. Phys. Plasmas 23, 092119 (2016)
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A0 ¼ 1 ½conservation of particles�; (12)

A1 ¼ 0 ½conservation of energy�; (13)

provided we make the choice a ¼ 1=2, as we have in (8).

Because the QLB equation conserves particles and energy,

the time derivatives of these two coefficients are identically

zero, so if these identities hold for the initial distribution,

then they hold for all times. The temperature that appears in

the expansion is that of the final equilibrated state, which can

easily be related to the total (kinetic) energy. The Lenard-

Balescu equation also conserves momentum, but this is iden-

tically zero when we have isotropy in velocity.

Clearly, the expansion (8) with u¼ 1 has many advan-

tages. However, we do pay some price for them. The

Laguerre polynomials are orthogonal with respect to the

weight wðxÞ ¼ x1=2e�x, and for a function f(x) to be repre-

sentable by a series of these polynomials, it must be square

integrable with respect to this weight, i.e.,

ð1
0

x1=2e�xjf ðxÞj2dx <1: (14)

But because we actually have an expansion of the form

f xð Þ ¼ e�x
X

n

AnL
1
2ð Þ

n xð Þ; (15)

we have the more stringent requirement that exf ðxÞ be square

integrable, or ð1
0

x1=2exjf ðxÞj2dx <1: (16)

Say for example, f ðxÞ ¼ e�x=c, then the integral (16) isð1
0

x1=2exð1�2=cÞdx; (17)

which converges only when 0 < c < 2. For the purposes of

this work, the requirement that distributions fall off faster

than e�x=2 is not particularly problematic. We consider only

equilibration problems, in which the end state is the Maxwell

distribution, An ¼ dn0, and thus, if the initial distribution can

be represented, then the subsequent evolution can as well.

To be more precise, if (16) is satisfied for the initial time,

then it is satisfied for all times. We will not prove this, but it

seems very unlikely that the integral in (16) would be ini-

tially finite but then diverge as the distribution becomes

more Maxwellian (it is, of course, finite for the Maxwell dis-

tribution itself). We will have more to say about this in

Section X, where we show that choosing u¼ 2 in (8) restores

completeness at the expense of complicating the collision

integrals and conservation conditions.

To solve the equation, we truncate the expansion (8) at

some nmax, which will be as large as 40 in the present work.

The ordinary differential equations that result are of the form

dAn

dt
¼
Xnmax

l¼0

Xnmax

k¼0

Cn
lk Af gð ÞAlAk: (18)

The coefficients Cn
lk are integrals over the dielectric function

and depend on all the An, which we denote {A}, and there-

fore must be computed on the fly. We describe in Section V

how we evaluate these coefficients, but first we turn to the

dielectric function.

IV. DIELECTRIC FUNCTION

It is convenient to define the dimensionless variables

X2 � �h2bk2

4me
; (19)

Y2 � mebx2

k2
; (20)

in terms of which we will write all of our results. The non-

equilibrium dielectric function is derived in Appendix A. This is

given in terms of its expansion coefficients, like the distribution

itself, where the first term is the non-degenerate equilibrium

dielectric function and the terms containing An for n> 1 give the

non-equilibrium part. In terms of X and Y, this expansion is

� X; Yð Þ ¼ 1þ g2

X3
wQ X; Yð Þ; (21)

where wQðX; YÞ ¼ wQ
r ðX; YÞ þ iwQ

i ðX; YÞ is a complex func-

tion whose real and imaginary parts are given by

wQ
r X; Yð Þ ¼ 1ffiffiffi

2
p
X1
k¼0

Ak �Y�M k þ 1;
3

2
;�Y2

�

� �


þYþM k þ 1;
3

2
;�Y2

þ

� ��
; (22)

wQ
i X; Yð Þ ¼

ffiffiffi
p
2

r
1

2

X
k

Ak

� e�Y2
�L

�1
2ð Þ

k Y2
�

� �
�e�Y2

þL
�1

2ð Þ
k Y2

þ

� 

 �
; (23)

where Mða; b; zÞ is the confluent hypergeometric function,

Y6 � ðY6XÞ=
ffiffiffi
2
p

, and

g � kQ=kD (24)

with

k2
Q �

�h2b
4me

; (25)

k2
D �

1

4pe2neb
: (26)

Thus, g is the ratio of the equilibrium thermal de Broglie and

Debye wavelengths (note that these are calculated in terms

the final equilibrium temperature). The inverse of this ratio

is usually denoted K ¼ 1=g. At weak coupling, which is

where the QLB equation is accurate, g� 1. We will exploit

the smallness of g when we compute the coefficients.

Because it greatly simplifies the analysis without

detracting from the important physics, we take the limit

092119-3 Scullard et al. Phys. Plasmas 23, 092119 (2016)
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�h! 0 in the dielectric function. This is equivalent to

expanding (21) in X,

wQðX; YÞ 	 wQð0; YÞ þ XwðYÞ; (27)

where

w Yð Þ � @wQ X; Yð Þ
@X

����
X¼0

: (28)

Clearly, wQð0; YÞ ¼ 0 and we can compute w(Y) from (28)

by making use of the hypergeometric contiguous relation

z
@M a; b; zð Þ

@z
¼ b� 1ð Þ M a; b� 1; zð Þ �M a; b; zð Þ½ �: (29)

The dielectric function is then

�cl X; Yð Þ ¼ 1þ g2

X2
w Yð Þ (30)

with the real and imaginary parts of w(Y) given by

wr Yð Þ ¼
X1
k¼0

AkM k þ 1;
1

2
;� Y2

2

� �
; (31)

wi Yð Þ ¼
ffiffiffi
p
2

r
Ye�

Y2

2

X1
k¼0

AkL
1=2ð Þ

k

Y2

2

� �
: (32)

Neglecting quantum effects in the dielectric function probably

does not impact the solution in a major way and, of course,

we retain this physics everywhere else in the QLB equation.

With only a few tens of parameters, namely, the Ak, to be

determined numerically, this analytic representation of the

dielectric function is very convenient. We can, for example,

use it to determine the dispersion relation of waves in non-

equilibrium plasmas. We will see how this form is also useful

in the numerical solution of the QLB equation, despite the

presence of the confluent hypergeometric function.

Note that we can, if we wish, simplify the problem even

further by considering only static screening and setting Y¼ 0

in the dielectric function. The result is

�static Xð Þ ¼ 1þ g2

X2

X1
k¼0

Ak: (33)

In this form, we no longer have dynamical screening effects,

but the static screening length is still calculated from the

distribution.

V. COEFFICIENTS

The coefficients of Equation (18) are computed by multi-

plying the equation by a Laguerre polynomial and integrating

over velocity. The details of this are given in Appendix B.

The result is

Cn
lk¼�C0

n!

C nþ3=2ð Þ

ð1
0

dX
e�X2

X3

ð1
�1

dY
e�Y2

j� X;Yð Þj2
Pn

lk X;Yð Þ;

(34)

where the prefactor is

C0 �
neb

3=2 ffiffiffi
p
p

e4ffiffiffiffiffiffi
me
p : (35)

The functions Pn
lkðX; YÞ are polynomials in X and Y defined

by

Pn
lk X; Yð Þ ¼ 1

2
qn

lk X; Yð Þ þ qn
lk X;�Yð Þ

� �
; (36)

where

qn
lkðX; YÞ �

Xminðl;nÞ

j¼0

L
ð�1

2
Þ

n�j ðY2
�Þ � ½L

ð�1
2
Þ

k ðY2
þÞL

ð�1
2
Þ

l�j ðY2
�Þ

� L
ð�1

2
Þ

k ðY2
�ÞL

ð�1
2
Þ

l�j ðY2
þÞ�; (37)

so P is just the even part of q in Y. It is not really necessary

to take the even part explicitly because the integration over Y
filters out the odd powers, but we do it to make the following

analysis more clear. Note also that the symmetry of q in X
and Y means that Pn

lk contains only even powers of X and it

turns out that X2Y2 is the lowest power for all n, l, k. To

facilitate our approximations, we use the decomposition

Pn
lkðX; YÞ ¼ X2Y2Gn

lkðYÞ þ Rn
lkðX; YÞ; (38)

where Gn
lkðYÞ is a polynomial in Y and Rn

lkðX; YÞ contains

terms only of order X4 and higher. Now, the X integration in

(34) would of course be divergent as X! 0 were it not for

the dielectric function. However, only the first term in (38)

would actually diverge. Our decomposition is therefore a

separation into the term that needs the dielectric function for

convergence, and the rest of the integrand that does not.

From here on, we will keep the dielectric function only

where it is actually needed for convergence and set it to 1

elsewhere. This approximation can be justified as follows.

Physical parameters, such as mass and density, enter

into the coefficients in (34), and therefore the equation, in

two places: the prefactor C0 and the dimensionless ratio g.

The constant C0 only sets the overall time scale of the prob-

lem, and the two solutions with the same g and initial distri-

bution but different C0 will be identical up to time rescaling.

Therefore, the only really important quantity is g, and vary-

ing things like the particle mass, the number density, and the

final equilibrium temperature only matters to the extent that

we are changing g. As such, as previously mentioned, we

stick to electrons at 1025cm�3. The latter choice makes g
similar with the coupling constant, C, as we vary the temper-

ature. As we will show later, the expansion of Cn
lk in g is

Cn
lk ¼ a0 þ

X1
i¼0

big
2i ln gþ

X1
i¼1

aig
2i: (39)

The term proportional to b0 is the Coulomb logarithm and a0

is the order-unity term; if g is small, we may be justified in

neglecting the rest. And if g is smaller still, the logarithmic

term will dominate a0 and the Landau equation is fine.

However, for arbitrary non-equilibrium initial conditions, the
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Oð1Þ terms depend on the distribution and must be computed

before we can be sure they can be neglected, making the def-

inition of “small” for g highly problem-dependent. Our strat-

egy of keeping the dielectric function only where it is

necessary for convergence is equivalent with computing a0

and b0 and dropping the rest. Thus, we neglect terms that are

Oðg2 log gÞ and higher, which does not make a great differ-

ence in many cases. For example, at a density of 1025cm�3 at

T¼ 1000 eV, g 	 0:05, and g2lng 	 �7:5� 10�3, compared

with the term lng 	 �3 and other Oð1Þ terms that we are

going to keep. We discuss below some situations where one

might need the higher-order terms, but we will not be con-

cerned about computing them in this paper. In any case, it is

a straightforward generalization to include them (see Section

X), but, of course, this becomes more computationally

expensive.

Under this approximation, the integrals over Rn
lk, as they

do not contain the Ak, can be precomputed. We define the

coefficients

Bn
lk �

n!

C nþ 3=2ð Þ

ð1
0

dX
e�X2

X3

ð1
�1

dYe�Y2

Rn
lk X; Yð Þ: (40)

Another set we will need is

Sn
lk �

n!

C nþ 3=2ð Þ

ð1
�1

dYe�Y2

Y2Gn
lk Yð Þ : (41)

Even though these coefficients can be precomputed, doing so

is not completely trivial. As n, l and k become large, Rn
lk

becomes higher-order in X and Y. For example, at

ðn; l; kÞ ¼ ð40; 40; 40Þ, the most difficult case, Rn
lkðX; YÞ is

order 234 in X and Y. If we wish to use a numerical integra-

tion scheme for this, we need to evaluate Rn
lkðX; YÞ at the

quadrature points, which can prove to be tricky with such

high order polynomials. There is probably an optimal solu-

tion to this problem, but we resort to brute force. We use the

CLN arbitrary precision library28 for Cþþ and we decom-

pose the polynomial Rn
lkðX; YÞ into its powers,

Rn
lkðX; YÞ ¼

X
ij

an
lkijX

2iY2j; (42)

where the sums over i and j start at i ¼ j ¼ 2. Using the exact

integrals ð1
0

e�X2

X2i�3dX ¼ 1

2
C i� 1ð Þ (43)

and ð1
�1

e�Y2

Y2jdY ¼ C
1

2
þ j

� �
; (44)

where CðxÞ is the gamma function, combined with the

decomposition (42) allows us to evaluate (40) so long as we

have sufficient precision; we keep 60 digits for this purpose.

Of course, we do not need this many when we solve the

actual differential equation, so in the end we keep the result-

ing Bn
lk only to double precision. The constants Sn

lk can be

handled in the same way but in Equation (57) we give the

exact solution for these.

Now we are left with the problem of evaluating

In
lk �

ð1
0

dX
e�X2

X

ð1
�1

dY
e�Y2

j� X; Yð Þj2
Y2Gn

lk Yð Þ; (45)

which must be computed on the fly. The strategy is to com-

pute the X integral exactly, which would hardly be possible

if we were not using the classical dielectric function. The

remaining one-dimensional integral over Y will contain a

tangle of special functions, but the integrand is smooth and

can easily be handled with a straightforward Gaussian quad-

rature. The steps required to reduce (45) are given in

Appendix C, with the result

In
lk ¼ �

C nþ 3=2ð Þ
n!

Sn
lk

cE

2
þ ln g

� �
þ Fn

lk


 �
; (46)

where

Fn
lk �

n!

C nþ 3=2ð Þ
1

2

ð1
�1

dYe�Y2

Y2Gn
lk Yð ÞF Yð Þ; (47)

and

F Yð Þ � 1

2
ln w2

r Yð Þ þ w2
i Yð Þ

� �
þ wr Yð Þ

wi Yð Þ arctan wr Yð Þ;wi Yð Þ
� �

;

(48)

where arctanðx; yÞ is the quadrant-correct version of

tan�1y=x, producing an angle in the range ð�p; p�. The inte-

grand in (45) is well-behaved, without any of the sharp peaks

that typically characterize dielectric function integrands, and

we avoid the need for any pole-correcting integration techni-

ques.16,17 The same strategy was used by Williams and

DeWitt5 for conductivity calculations in a two-component

plasma in equilibrium. Although a very different problem

from ours, it involves the same collision operator and the

same kinds of integrals (compare their Equation (73) with

our (48)). In fact, this method would be useful for other prob-

lems as well, such as temperature equilibration.9,10

Although we now have a one-dimensional integral, we

are still faced with the task of evaluating it at every time

step. The factor e�Y2

in the integrand strongly suggests we

use Gauss-Hermite quadrature. Actually, because the inte-

grand is even, we make the substitution x ¼ Y2 and use a

closely related Gauss-Laguerre scheme. We then haveð1
�1

dYe�Y2

Y2Gn
lkðYÞFðYÞ ¼

ð1
0

dxx1=2e�xGn
lkð

ffiffiffi
x
p
ÞFð

ffiffiffi
x
p
Þ

	
XNp

i¼1

WiG
n
lkð

ffiffiffiffi
xi
p ÞFð ffiffiffiffixi

p Þ; (49)

where xi are the abscissa points, the zeros of L
ð1=2Þ
Np
ðxÞ, and

Wi are the weights, given by

Wj ¼
xjC Np þ 1=2
� �

Np! Np þ 1=2
� �

L
1=2ð Þ

Np�1 xjð Þ
h i2

: (50)
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We choose Np¼ 200 to ensure that we have an accurate

integration even for the largest n, l, and k. This number can

probably be varied to optimize performance, and it may not

always be necessary to include every term in (50), especially

for the smaller (n, l, k). We do not explore this particular per-

formance issue too closely, but, as we will show, this scheme

is more than sufficiently accurate for our purposes and ena-

bles a numerical solution of the Lenard-Balescu equation.

What is more, because our integration is now simply a sum

over quadrature points, the values of the confluent hypergeo-

metric functions and Laguerre polynomials that appear in

wrð
ffiffiffi
x
p
Þ and wið

ffiffiffi
x
p
Þ can be precomputed at xi and never need

to be evaluated during the solution. We will also precalculate

the points Gn
lkð

ffiffiffiffi
xi
p Þ. This is somewhat tricky because,

exactly like Rn
lk, as (n, l, k) become large, the order of this

polynomial also becomes large and we require high precision

to evaluate it. To do this, we use a strategy similar to the one

we employed to calculate Bn
lk. First, we compute the quadra-

ture points, xi, to high precision using Mathematica. Then,

we decompose Gn
lkðYÞ as in (42) and evaluate each power of

Y at
ffiffiffiffi
xi
p

to 60 digits and sum these results to get Gn
lkð

ffiffiffiffi
xi
p Þ.

As before, we keep these values only to double precision, so

no arbitrary precision library is needed in the actual solver.

To demonstrate the accuracy of the quadrature scheme,

we will compute Fn
lk for ðn; l; kÞ ¼ ð40; 40; 40Þ, the most dif-

ficult case. Of course, we must also specify a distribution,

and for this, we use a two-temperature plasma in which half

the particles are at temperature T1 and the other half at T2,

which is shown in the top panel of Figure 1. The coefficients

for this distribution are calculated in Section VII and are

characterized by the single parameter c � T1=T, where T is

the final temperature, which we choose to be 0.2, the limit of

our resolution ability. Using Mathematica’s adaptive numeri-

cal integration with 100-digit precision, we find thatð1
�1

dYe�Y2

Y2G40
40;40ðYÞFðYÞ 	 2:1563096073: (51)

The calculation takes several minutes but is accurate to the

number of digits presented. For this integral, our double preci-

sion quadrature code gives 2.1563096082, correct to eight

decimal places, far more than we need, and is just a sum over

200 points. Of course, the accuracy depends on the distribu-

tion and we may not always achieve this level. For example,

consider c ¼ 0:08, which is badly under-resolved when

nmax ¼ 40. However, the Laguerre series is positive every-

where, as shown in the bottom panel of Figure 1, and thus is

an acceptable distribution. Done with adaptive integration in

high precision, the integral (51) is 2.9349261394. With our

Gaussian quadrature scheme, we find 2.9323983879, which is

not disastrous but not nearly as accurate as in the previous

example, probably due to the oscillations in the distribution.

Adding more quadrature points would probably improve the

accuracy, but computing the integral to three figures is suffi-

cient for our purposes.

We have a fast and accurate method for integrating

over the dielectric function, but the price we pay for this is

that we must keep a huge number of precalculated values; if

we want to use nmax ¼ 40 coefficients in the polynomial

expansion and Np¼ 200 quadrature points, the file contain-

ing the Gn
lkð

ffiffiffiffi
xi
p Þ is 287 megabytes. While this is manage-

able enough, when we consider that the number of

coefficients needed grows as n3
max and that we will need

more quadrature points as we increase (n, l, k), it is clear

that this can quickly grow out of control. However, the pre-

sent approach is surely the brute-force method to compute

Cn
lk, and there are likely better ways to do this. For example,

let us define Vj
lk to be the integral over triple products of

Laguerre polynomials

Vj
lk �

ð1
�1

dY

ð1
0

dX
e�Y2

j� X; Yð Þj2
e�X2

X3

� L
�1=2ð Þ

j Y2
�

� �
L
�1=2ð Þ

k Y2
þ

� 

L
�1=2ð Þ

l Y2
�

� �
: (52)

Equation (34) for the coefficients can then be written as

Cn
lk ¼ �C0

n!

C nþ 3=2ð Þ
Xmin l;nð Þ

j¼0

Vn�j
l�j;k � Vn�j

k;l�j

� 

: (53)

Vj
lk satisfies a recurrence formula that can possibly be

exploited to facilitate computation of Cn
lk without needing

huge files of precomputed data. In Appendix E, we derive

this formula and show that it has an exact solution. It may

well be that such a method is superior once certain mathe-

matical issues are resolved.

Putting the pieces of the present method together, we

find for the coefficients

FIG. 1. Two-temperature initial distribution using nmax ¼ 40 polynomials

with c ¼ 0:2 (top) and c ¼ 0:08 (bottom). The c ¼ 0:08 case is under-

resolved with nmax ¼ 40, and the bumps are mostly a result of this, but the

distribution is positive everywhere and properly normalized and is therefore

suitable as an initial condition. The variable x ¼ bmev2=2 and f(x) is divided

by neðbme=2pÞ3=2
.
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Cn
lk ¼ C0 Sn

lk

cE

2
þ ln g

� �
� Bn

lk þ Fn
lk Af gð Þ


 �
; (54)

which, as mentioned, neglects terms that are Oðg2lngÞ.
However, we have derived the Coulomb logarithm, rather

than imposing it, along with all Oð1Þ terms that arise from

the quantum Lenard-Balescu equation. These are by far the

dominant contributions to the equation for the situations we

will consider. On the other hand, as we can see from

Equation (C6) in Appendix C, the expansion of the incom-

plete gamma function that leads to (54) is not in g2 but in

g2wðYÞ. It is conceivable that some distributions might make

jwðYÞj comparable to g�2 and then we would not be justified

in discarding these terms. For example, if we have a two-

temperature initial condition, we can make jwð0Þj as large as

we want by increasing the temperature separation. We will

not encounter such an extreme situation here but, as men-

tioned, we discuss how to restore these terms in Section X.

VI. SPECIAL CASES

By neglecting different terms in (54), we can find solu-

tions to various kinetic equations. These are listed here.

A. Landau equation

If we drop the quantum diffraction terms Bn
lk and the

screening terms Fn
lk, we are left with the coefficients of the

Landau equation

Cn
lk ¼ C0Sn

lk

cE

2
þ ln g

� �
; (55)

¼ �C0Sn
lk log K: (56)

In the first line, we write the Coulomb logarithm informed

by the Lenard-Balescu equation, but one is free to make any

choice of log K one wishes; the integrals in this equation are

divergent and the form of K results from the choice of cut-

offs. The coefficients Cn
lk are all precomputed so nothing

needs to be calculated on the fly. This makes the solution

extremely cheap compared with the full QLB equation.

Another fact worth mentioning is that the coefficients Sn
lk

actually have a closed form in terms of hypergeometric

functions

Sn
lk ¼

ffiffiffi
p
p

2
ffiffiffi
2
p n!

C nþ 3=2ð Þ
1

4k

1

n!l!k!
C

3

2
� nþ k þ l

� �

� C � 1

2
þ nþ k � l

� �
f16 3

~F2 1;�l; n; b1
1; b

1
2; 1

� �
�½ 2k � 2lþ 2nð Þ2 � 1� 3 ~F2 1;�l; n; b2

1; b
2
2; 1

� �
g;

(57)

where

b1
1 ¼ �

1

4
þ k � l� n

2
; (58)

b1
2 ¼

1

4
þ k � l� n

2
; (59)

b2
1 ¼

3

4
þ k � l� n

2
; (60)

b2
2 ¼

5

4
þ k � l� n

2
; (61)

and 3
~F2ða1; a2; a3; b1; b2; zÞ is a regularized hypergeometric

function. The latter is defined by

3
~F2 a1; a2; a3; b1; b2; zð Þ � 3F2 a1; a2; a3; b1; b2; zð Þ

C b1ð ÞC b2ð Þ
; (62)

where pFqða1:::; ap; b1; :::; bq; zÞ is the generalized hypergeo-

metric function. These expressions may not seem terribly

convenient. However, Mathematica, and probably other sim-

ilar programs, quickly evaluates them and easily handles the

differential equations too. This prescription therefore pro-

vides a fast and convenient way to solve the single-

component Landau equation. The derivation of (57) is given

in Appendix D.

B. Non-degenerate quantum Landau equation

Setting Fn
lk ¼ 0 in (54) neglects the dielectric function,

but we still have the quantum wave effects embodied in the

Bn
lk and we end up with the coefficients for what we call the

non-degenerate quantum Landau equation. The reason for

this ungainly term is that “quantum Landau equation” is

already in use29,30 for a kinetic equation that accounts for

quantum statistics but no other quantum effects, which is

sort of the complement of our equation. The integrals in this

equation are divergent as X! 0 but converge as X!1,

meaning that we need only a lower cutoff. This will, of

course, generally be chosen to be the equilibrium Debye

length, or Xc ¼ g in our dimensionless variables. The result-

ing coefficients are

Cn
lk ¼ C0 Sn

lk

cE

2
þ ln g

� �
� Bn

lk


 �
; (63)

which can once again all be precalculated.

C. Classical Lenard-Balescu equation

Finally, we can set Bn
lk ¼ 0 but retain Fn

lk. The coeffi-

cients are then

Cn
lk ¼ C0 Sn

lk

cE

2
þ ln g

� �
þ Fn

lk Af gð Þ

 �

: (64)

These correspond to the classical Lenard-Balescu equation,

in which we cure the X!1 divergence by introducing a

cutoff in wavenumber at the inverse of the thermal deBroglie

wavelength, kQ in Equation (25), or Xc¼ 1 in the dimension-

less units. Of course, one can instead cut the integral off at

the Landau length to keep everything classical.

D. Quantum Lenard-Balescu with static screening

The dielectric function that neglects dynamical screen-

ing is given in Equation (33). This corresponds to the

choices
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wrðYÞ ¼
X1
k¼0

Ak;

wiðYÞ ¼ 0:

(65)

Using these in Equation (48), we find

FðYÞ ¼ ln
X1
k¼0

Ak þ 1; (66)

leading to the coefficients

Cn
lk ¼ C0

1

2
Sn

lk cE þ 1þ ln g2
X

Ak

� 
h i
� Bn

lk

� �
: (67)

We can see that static screening contributes an additional

constant (i.e., one) and modifies the Coulomb logarithm by

the sum over Ak. This provides a correction to the Debye

length and is trivial to compute.

VII. INITIAL CONDITIONS

To test our algorithm, we consider the relaxation to

equilibrium of various initial distributions. For general u, the

coefficients Anð0Þ for a given f ðv; 0Þ are

An 0ð Þ ¼ 2p3=2u3=2

ne

n!

C nþ 3=2ð Þ

�
ð1

0

e
�

bmv2

2
u� 1ð Þ

v2f v; 0ð ÞL
1
2ð Þ

n u
mebv2

2

� �
dv;

(68)

which is an easy consequence of the orthogonality property

of Laguerre polynomials.

A. Two-temperature plasma

Here, we will consider the case of a two-temperature

one-component plasma. A number density n1 have tempera-

ture T1 and n2 have T2 so,

f v; 0ð Þ ¼ me

2p

� �3
2

n1b
3=2
1 exp �meb1v

2

2

� �


þ n2b
3=2
2 exp �meb2v

2

2

� �#
: (69)

We define the fractions n � n1=ne; n2 � n2=ne; c � T1=T,

and c2 � T2=T. By conservation of particles and energy, we

have

n2 ¼ 1� n; (70)

c2 ¼
1� nc
1� n

: (71)

We make the choice c < 1, so that c2 > 1. Carrying out the

integration (68), we find

An 0ð Þ ¼ n 1� cð Þnu3=2

cu� cþ 1ð Þnþ3=2
þ 1� nð Þ 1� c2ð Þnu3=2

c2u� c2 þ 1ð Þnþ3=2
: (72)

For u¼ 1, which is what we use exclusively here, the condi-

tion (16) means that c2 must be less than 2 or the expansion

does not converge, which is also clear enough in (72). This

is, of course, a purely mathematical requirement and it leads

to the constraint between n and c,

c >
2n� 1

n
: (73)

If we needed to break this we would choose a different value

of u, such as 2. However, (73) is no constraint if n 
 1=2 so

if, for example, we have an equal number of particles of

each temperature, then c can be chosen arbitrarily in the

range ½0; 1� with c2 < 2 enforced by conservation of energy.

This is the first situation we will consider.

With n ¼ 1=2, the coefficients Anð0Þ for c ¼ 0:2 and

u¼ 1 are shown in Figure 2. It is a mathematical peculiarity

that, for this situation, every odd coefficient is zero. In an

equilibration problem, the distribution becomes more

Maxwellian with time, and thus, the initial condition is prob-

ably the most difficult thing to resolve. In other words, one

will not need more polynomials at a later time than at the

beginning. To get an idea of the number needed for a two-

temperature system, we consider the nmax at which we first

have Anmax
< d. For this problem,

N ¼ log d
log 1� cð Þ : (74)

Shown in Figure 3 is a plot of NðcÞ using d ¼ 10�3. This is a

somewhat arbitrary choice, to be sure, but it provides a use-

ful rule of thumb. From this plot, it is clear that for n¼ 40,

which is our maximum, one would not want to go far below

c ¼ 0:2. We can, of course, invert (74) to estimate the mini-

mum c for a given N

c ¼ 1� d1=N: (75)

We should point out that although the initial An depend only

on the ratio of the initial to the final temperature, their

FIG. 2. The coefficients, Anð0Þ, for the two-temperature initial condition

with c ¼ 0:2.
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subsequent values will depend on the absolute temperature

through the dependence of the coefficients on g and the

prefactor.

B. Gaussian distribution

We consider here the initial distribution

f vð Þ ¼ Be�
v�v0ð Þ2

2r2 ; (76)

for demonstration purposes, not because we have a particular

application in mind. The amplitude, B, and variance, r2, can

be related to the number density and the energy by first

defining the integrals

I1ð�v0Þ �
ð1

0

v2e�ðv��v0Þ2 dv; (77)

I2ð�v0Þ �
ð1

0

v4e�ðv��v0Þ2 dv; (78)

with �v0 � v0=
ffiffiffi
2
p

r. We then have

r2 ¼ 3I1 �v0ð Þ
2I2 �v0ð Þbme

; (79)

B ¼ ne

4p
ffiffiffi
2
p

r
� �3

I1 �v0ð Þ
: (80)

The integrals (77) and (78) can be expressed in terms of spe-

cial functions, but they are easily evaluated numerically for a

given �v0. This parameter is the only one on which the An

depend. For general u, these are given by

An ¼
ffiffiffi
p
2

r
I2 �v0ð Þ½ �3=2

33=2 I1 �v0ð Þ½ �5=2

n!

C nþ 3=2ð Þ

�
ð1

0

e� 1�1
uð Þx�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2I2 �v0ð Þ= 3I1 �v0ð Þu½ �
p

x1=2��v0

� �2

� L
1
2ð Þ

n xð Þx1=2dx: (81)

Although the integral can be written exactly in terms of

Hermite polynomials using formula 7.374.9 of Gradshteyn

and Ryzhik,31 we just solve it numerically. The parameter �v0

determines the number of polynomials needed to resolve the

distribution. Being limited to 40 polynomials, we find that

we can choose �v0 no larger than 2. Exactly what this means

in terms of absolute velocity depends on the values of the

other parameters, such as ne and b.

VIII. DIFFERENTIAL EQUATIONS

The ordinary differential equations do not turn out to be

very difficult to solve. We use the fifth-order Runge-Kutta

scheme with adaptive time step implemented in the Boost

library,32 which easily handles the problem. For the Landau

equation, and any of the others for which the coefficients can

be precalculated, the solution is found more or less instanta-

neously using nmax ¼ 40 polynomials. For the Lenard-

Balescu equation, the story is different and a solution can

take several hours, but the bulk of the work is in the compu-

tation of the Cn
lk with the equation itself not being any more

difficult than the other cases. This can be easily sped up with

parallel computation; each processor computes every Cn
lk for

a different range of n. The results are then shared, and the

equation can be solved on a single processor. This scheme

scales essentially perfectly with the number of processors,

and in practice, we generally assign one n to each processor.

IX. RESULTS

A. Comparison with Fokker-Planck solution

The first thing we wish to do is check that our

approach is sound by comparing our solution to the Landau

equation with the result of a more traditional discretized

solution to the Fokker-Planck equation. Data for this were

provided by David Michta using a code he developed to

study thermonuclear burn.33 This approach uses discretiza-

tion in velocity that is designed to ensure conservation of

particles11 and energy,12 non-trivial problems in discretiza-

tion schemes. The situation we considered was a two-

temperature one-component plasma of electrons at a den-

sity of 2� 1025cm�3. Half the particles are Maxwellian at

500 eV, half are at 1500 eV, and we use a Coulomb loga-

rithm log K ¼ 1. In Figure 4, we plot the distribution at the

initial time and at two later times for both our solution

using 20 polynomials and the Fokker-Planck result. The

two solutions are completely indistinguishable from one

another, indicating that, at least as far as the coefficients

Sn
lk and the Landau equation go, our computations are

correct.

B. Two-temperature plasma

Shown in Figure 5 is the numerical solution of the quan-

tum Lenard-Balescu equation for the two-temperature plasma

with c ¼ 0:2; ne ¼ 1� 1025cm�3 and T¼ 1000 eV. All the

coefficients except for A0, which is fixed at 1, approach zero

as t!1, exactly as expected. The even coefficients fall

monotonically while the odd coefficients, which start at zero,

all become negative (except A1 of course) before reaching a

minimum and decaying back to zero. The distribution itself is

shown in Figure 6. At 1000 eV, the solutions of the Landau

FIG. 3. The number of polynomials needed such that Anmax
< 10�3 as a func-

tion of c for a two-temperature plasma. The left-most point corresponds to

c ¼ 0:01. In this paper, we have nmax ¼ 40, and thus, we begin to have resolu-

tion problems when c < 0:2.
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and quantum Landau equations are essentially the same as

Figures 5 and 6, indicating that the order-unity terms are not

playing much role. This is not completely obvious since lng is

only around �3. As we reduce the magnitude of lng, which

we do by turning down T, we can begin to see slight differ-

ences between the Landau and Lenard-Balescu solutions,

although almost no difference is ever in evidence between the

Landau and quantum Landau equations. Shown in Figures 7

and 8 are the solutions of the Landau and quantum Lenard-

Balescu equations for T¼ 600 eV, so g 	 �2:3; the evolution

of the coefficients is noticeably different in the two cases.

However, a comparison for the distribution itself is shown in

Figure 9, and the differences between the Landau and quan-

tum Lenard Balescu equations are modest at these conditions

to say, the least. We cannot turn the temperature down much

further without having numerical problems in the solver, an

indication that our neglect of higher-order terms in g2 is

becoming problematic. However, even at T¼ 600 eV, the

low-temperature electrons are at 120 eV and 5� 1024cm�3

and are becoming degenerate (h 	 1:1). Thus, for this particu-

lar type of initial condition, our physical assumptions break

down before we see any real advantage to carrying out the

expensive integration over the dielectric function. On the

other hand, we stress that any conclusions about where the

Lenard-Balescu and Landau solutions become different are

highly dependent on the initial distribution and we should not

overestimate the generality of this particular example. It is

certainly the case that by separating the temperature more

widely, which we cannot do with only 40 polynomials, we

would find ever greater divergence in the two solutions. In

Section IX C, we find an initial distribution for which the two

solutions are different.

Our method also allows a detailed view of the dielectric

function in the random phase approximation, something that

would not be easy to obtain with a discretization method.

Figures 10 and 11 show the time evolution of the real and

imaginary parts of the free-particle response function for the

two-temperature initial condition with c ¼ 0:2, T¼ 1000 eV,

FIG. 4. Comparison between distributions calculated with our spectral solu-

tion of the Landau equation (solid black) and a discretized Fokker-Planck

solution (dashed cyan). The two are indistinguishable for all times, three of

which are shown.

FIG. 5. Evolution of the expansion coefficients for the quantum Lenard-

Balescu equation for a two-temperature initial condition with c ¼ 0:2 and

T¼ 1000 eV. The even coefficients, which all start out positive, decay monoton-

ically to zero with the exception of A0 which is fixed at 1. The odd coefficients

start at zero and, aside from A1, become negative and then decay to zero. The

first four non-trivial coefficients are labelled and the rest up to n¼ 14 are shown

in various colors. The distribution itself is shown in Figure 6.

FIG. 6. Evolution of the distribution function under the quantum Lenard-

Balescu equation for a two-temperature initial condition with c ¼ 0:2 and

T¼ 1000 eV. The thickest solid line is t¼ 0, and the dashed line is equilib-

rium. The variable x ¼ bmev2=2 and f(x) is divided by neðbme=2pÞ3=2
.

FIG. 7. Evolution of expansion coefficients by the Landau equation for c ¼
0:2 and T¼ 600 eV. The first four non-trivial coefficients are labelled, and

the rest up to n¼ 14 are shown in various colors.
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and ne ¼ 1� 1025cm�3. These are easily obtained from the

coefficients and Equations (31) and (32).

C. Under-resolved two-temperature plasma

Here, we use the two-temperature initial condition but

choose c ¼ 0:08, which is much too small for 40 polyno-

mials. However, as Figure 1 shows, even though this distri-

bution is badly under-resolved, it is still positive everywhere

and thus constitutes a viable initial condition. To solve this

problem, we keep the first 34 polynomials for the initial con-

dition and set the remaining seven to zero. This way we still

maintain a positive distribution, but we have a few modes

above our resolved range to ensure we have sufficient resolu-

tion for the subsequent evolution. We find that for

T¼ 1000 eV, there are modest but clear differences between

the Landau and QLB evolutions, as shown in Figure 12. At

600 eV, the two solutions are very different, as shown in

Figure 13. The Landau equation more quickly smoothes out

the ripples in the distribution than QLB, and we have two

very distinct approaches to equilibrium.

D. Gaussian distribution

We solve for the relaxation of the Gaussian initial condi-

tion described in Section VII B with T¼ 1000 eV, v0 ¼ 2,

and ne ¼ 1:0� 1025cm�3. The evolution of the coefficients

is shown in Figure 14, while that of the distribution itself is

in Figure 15. As in the two-temperature case, there is not

much difference between the Landau and quantum Lenard-

Balescu equations at these conditions. And once again, upon

making g smaller, our physical and numerical approxima-

tions break down before we see any interesting differences.

X. GENERALIZATIONS AND VARIATIONS

A. Beyond order unity

All the calculations we have done here have the loga-

rithmic and order unity terms. To get all the higher order

terms is a straightforward generalization. Consider the inte-

gral in Equation (34)

FIG. 8. Evolution of expansion coefficients by the quantum Lenard-Balescu

equation for c ¼ 0:2 and T¼ 600 eV. The first four non-trivial coefficients

are labelled and the rest up to n¼ 14 are shown in various colors.

FIG. 9. Comparison between the evolution of the quantum Lenard-Balescu

(solid blue) and Landau (dashed brown) equations for a two-temperature ini-

tial condition with c ¼ 0:2 and T¼ 600 eV. The difference between the two

is minimal at these conditions. The variable x ¼ bmev2=2 and f(x) is divided

by neðbme=2pÞ3=2
.

FIG. 10. Evolution of the real part of the free-particle response function

under the quantum Lenard-Balescu equation for a two-temperature initial

condition with c ¼ 0:2 and T¼ 1000 eV. The thickest solid line is t¼ 0 and

the dashed line is equilibrium. The relationship to the response function in k
and x space is vðk;xÞ ¼ �nebwðYÞ, where Y is given by (20).

FIG. 11. Evolution of the imaginary part of the free-particle response func-

tion under the quantum Lenard-Balescu equation for a two-temperature ini-

tial condition with c ¼ 0:2 and T¼ 1000 eV. The thickest solid line is t¼ 0,

and the dashed line is equilibrium. The relationship to the response function

in k and x space is vðk;xÞ ¼ �nebwðYÞ where Y is given by (20).
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Tn
lk �

ð1
0

dX
e�X2

X3

ð1
�1

dY
e�Y2

j� X; Yð Þj2
Pn

lk X; Yð Þ: (82)

We can decompose the polynomial into powers of X

Pn
lkðX; YÞ ¼

XM

p¼1

X2pGnp
lk ðYÞ (83)

and keep the dielectric function everywhere, using the for-

mulas in Appendix C (with p ¼ sþ 1) to do the X-integrals

for every p rather than just p¼ 1 as we have done. Using the

decomposition (83) and the results of Appendix C, the inte-

gral (82) can be written

Tn
lk ¼ �

1

2

XM

p¼0

p!g2p�2Jp gð Þ; (84)

where

iJp gð Þ�
Ð1
�1

w Yð Þ½ �p

wi Yð Þ
e�Y2

eg2w Yð ÞGnp
lk Yð ÞC �p;g2w Yð Þ

� �
dY:

(85)

Although not clear by inspection, the real part of the inte-

grand in (85) is odd for all p so the integral is always imagi-

nary. Calculating these Y-integrals numerically by the

method we used in this work would require that we precom-

pute Gnp
lk ðYÞ at the quadrature points for all (n, l, k) and all p

up to M, which varies depending on the polynomial. This

would lead to a large quantity of precomputed data, but it is

possible in principle. Alternatively, we can keep the

dielectric function for 1 
 p 
 pmax but set it to 1 for

p > pmax, which would allow us to keep a prescribed number

of powers of g. If the method of Appendix E, or something

like it, proves feasible, then we could use it to compute all

the coefficients after putting our efforts in computing the

coefficients for l¼ 0 alone. This would probably be the ideal

solution if it is possible.

To examine where higher powers of g might be needed,

we compute Tn
lkðgÞ for ðn; l; kÞ ¼ ð4; 4; 4Þ using the formula

(84). We compute the Y-integrals with Mathematica’s adap-

tive numerical integration for the case of a two-temperature

plasma with c ¼ 0:5 and 20 polynomials. This calculation

discards no powers of g, and we compare it with the approxi-

mation used in the solution of the QLB equation

FIG. 12. Comparison between the quantum Lenard-Balescu (solid) and

Landau (dashed) equations for a two-temperature initial condition with c ¼
0:08 and T¼ 1000 eV. We do not have enough polynomials to fully resolve

this distribution, but the series expansion still constitutes a valid initial con-

dition. The variable x ¼ bmev2=2 and f(x) is divided by neðbme=2pÞ3=2
.

FIG. 13. Comparison between the quantum Lenard-Balescu (solid) and

Landau (dashed) equations for a two-temperature initial condition with c ¼
0:08 and T¼ 600 eV. We do not have enough polynomials to fully resolve

this distribution but the series expansion still constitutes a valid initial condi-

tion. The variable x ¼ bmev2=2 and f(x) is divided by neðbme=2pÞ3=2
.

FIG. 14. Evolution of the first few An for the Gaussian initial distribution,

Equation (76). The first four non-trivial coefficients are labelled, and the rest

up to n¼ 14 are shown in various colors.
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Tn
lk 	 �

C nþ 3=2ð Þ
n!

Sn
lk

cE

2
þ ln g

� �
� Bn

lk þ Fn
lk


 �
: (86)

The result is shown in the short-dashed red curve in Figure

16. Our approximation is very accurate until g � 0:1, and

then higher-order terms become necessary. We stress again

that this conclusion is highly dependent upon the distribu-

tion, but among the ones we are able to resolve with 40 poly-

nomials, this gives a reasonable idea of where the

approximations start to break down. We also compare with

the result of setting either Bn
lk; Fn

lk, or both, to zero. The

dashed-dotted purple line indicates that the Landau approxi-

mation, where both these terms are set to zero, is worst.

Keeping Bn
lk but not Fn

lk gives the long-dashed green curve,

which is a marked improvement, but keeping both is clearly

best and is very accurate when g < 0:1. Table I gives the

actual values for g ¼ 0:001. Now, for this distribution at

these conditions, there is not much difference between the

solutions of the Landau and QLB equations, so the discrep-

ancies in Figure 16 apparently do not have a noticeable

effect.

B. Multiple species

The generalization to multiple species is straightfor-

ward, and the techniques for the evaluation of the dielectric

function integrals will work in that case too. If we have, say,

electrons and protons, we would need two sets of coefficients

Ae
n and Ap

n corresponding to expansion (8) for feðv; tÞ and

fpðv; tÞ. Of course, there would also be collision operators for

e–e, p–p, and e–p interactions. If we choose u¼ 1, conserva-

tion of particles is given by Ae
0 ¼ Ap

0 ¼ 1 and energy by

Ae
1 ¼ �Ap

1.

C. Velocity anisotropy and spatial inhomogeneity

To treat the most general Wigner distributions, f ðr; v; tÞ,
we can likewise generalize the expansion (8) to be

f eq r; v; tð Þ
X
nlm

Anlm r; tð ÞYlm h;/ð ÞL
1
2ð Þ

n
ubmev2

2

� �
; (87)

where Ylmðh;/Þ are spherical harmonics. The Anlmðr; tÞ now

satisfy partial differential equations, and the conservation

laws are given by integrals of the coefficients over space,

which must be respected by the solution method. The results

of Appendixes A and B must also be generalized to include

the spherical harmonics. This does not appear to be particu-

larly easy, and we may find ourselves lacking the convenient

closed formulas we obtained in the isotropic case, but it is

surely not impossible.

D. Alternative expansions

There are other related expansions that can be used to

solve these equations. First, we explore the possibility of

choosing different values of u. As mentioned in Section III,

we have been content here to use u¼ 1 because of the trivial

conservation properties (12) and (13), but we cannot repre-

sent every possible distribution this way. This situation can

be rectified by keeping u in Equation (8). The essential form

of such an expansion is

f xð Þ ¼ e�x=u
X1
n¼0

AnL
1
2ð Þ

n xð Þ; (88)

that is, the argument of the exponential is a factor of u
smaller than that of the Laguerre polynomial. For this expan-

sion to converge, ex=uf ðxÞ must be square-integrable with

respect to the Laguerre weight, so

FIG. 15. Evolution of Gaussian initial distribution, Equation (76) with �v0 ¼ 2

and T¼ 1000 eV. The thickest line is t¼ 0, and the dashed line is equilibrium.

The variable x ¼ bmev2=2 and f(x) is divided by neðbme=2pÞ3=2
.

FIG. 16. The integral T4
44ðgÞ defined in Equation (82). The solid black curve

is the integration carried out to all orders in g; short dashed red is the

approximation (54) used in our solution of the quantum Lenard-Balescu

equation; long dashed green uses (54) with Fn
lk ¼ 0; dashed-dotted purple

uses (54) with neither Bn
lk or Fn

lk. Our approximation is very accurate until

g � 0:1 and is much better than using the Coulomb logarithm alone.

TABLE I. Comparison of the various approximations for calculating T4
44ðgÞ

defined in Equation (82). Quantum Landau is Equation (86) with Fn
lk ¼ 0

and Landau is (86) with Bn
lk ¼ Fn

lk ¼ 0.

Approximation T4
44ð0:001Þ

All orders �5.99681

Equation (86) �5.99678

Quantum Landau �6.1849

Landau �7.09642
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ð1
0

x1=2exð�1þ2=uÞjf ðxÞj2dx <1: (89)

If u¼ 2, this condition is very mild, certainly far less strin-

gent than (16). The cost of this is that we complicate the col-

lision integrals even further, and conservation is no longer

automatic. In Appendixes A and B, we indicate the modifica-

tions needed for computing the response function and colli-

sion integrals with general u. The condition for conservation

of particles becomes

2ffiffiffi
p
p
X1
n¼0

An
C nþ 3=2ð Þ

n!
1� uð Þn ¼ 1 (90)

and for conservation of energy, we have

2

3
ffiffiffi
p
p
X1
n¼0

An
C nþ 3=2ð Þ

n!
3� 3u� 2nuð Þ 1� uð Þn ¼ 1: (91)

Thus, if u¼ 2, conservation is no longer automatic but can

be lost if we have an insufficient number of coefficients. Of

course, one may question whether it is particularly valuable

to maintain conservation of particles and energy even if we

have insufficient resolution, so this may not be a very impor-

tant consideration. Also, even though u¼ 1 was sufficient for

our purposes because the system does not evolve to a state

that violates (16) if it is initially satisfied, when we general-

ize this method to multiple particle species and situations in

which there is an external force, this may no longer be the

case. Therefore, in more practical applications, it may be

that u¼ 2, or at least u> 1, is more appropriate.

An expansion based on a completely different set of

orthogonal functions may prove useful. Rather than the

orthogonality condition (11), one might be tempted to try

polynomials that satisfyð1
0

x�e�x2

PnðxÞPmðxÞdx ¼ Mndnm; (92)

where Mn are a set of constants. The distribution expansion

is then

f v; tð Þ ¼ ne
meb
2p

� �3
2

e�
bmev2

2

X1
n¼0

An tð ÞPn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
meb=2

p
v

� 

: (93)

In recent works,34,35 it was suggested that these polynomials

may be a more efficient way to represent distribution func-

tions for certain applications. It does seem to be the case36

that, compared with the Laguerre polynomials, one needs

fewer of them to fully resolve some distributions (in our

case, �¼ 2 is the natural choice). However, these polyno-

mials are “non-classical,”37 and there are no closed forms

either for the polynomials themselves or for any of their

properties such as coefficients of the recurrence relation and

the normalization constants, Mn. The polynomials must be

generated by the Gram-Schmidt procedure, and all required

quantities, such as the real and imaginary parts of the

response function and the polynomial Gn
lkðYÞ, would need to

be computed numerically at the quadrature points without

the aid of any of the exact formulas upon which we have

relied. Of course, such closed forms are not really necessary

and it may be worth exploring this issue further.

XI. DISCUSSION

We have used a spectral expansion to solve the quantum

Lenard-Balescu equation for a one-component Coulomb sys-

tem. To demonstrate the technique, we have computed the

relaxation to equilibrium of various initial distributions

including variants of a two-temperature plasma. We have

found that including the full dynamical dielectric function

makes little difference for these problems and we do just as

well if we use the computationally cheaper static screening.

This is in general agreement with the findings of Dolinsky

for the classical Lenard-Balescu equation; he was not able to

find an initial condition for which there was any difference

between the Lenard-Balescu and Landau/Fokker-Planck sys-

tems. Nevertheless, this conclusion about the relevance of

the dielectric function cannot be true in general. As we

pointed out, even for a one-component plasma divided into

two temperatures, with a large enough temperature ratio, sig-

nificant differences should be expected between the two

kinetic solutions. For the moment, we do not have the resolu-

tion to thoroughly study this effect, but we began to see hints

of it in our under-resolved c ¼ 0:08 solutions. When we gen-

eralize to multiple species and anisotropic distributions, the

dielectric function may become more important. For exam-

ple, one can make a significant error in calculations of ther-

mal conductivity for an electron-proton system by using

static over dynamical screening in the collision integrals.

This difference will also be present in time-dependent

solutions.

Compared to the many advances for the Boltzmann and

Landau/Fokker-Planck equations,22–24,26 for which it is now

possible to find solutions in multiple dimensions of velocity

and space, our velocity-isotropic and 0D spatial solutions

may not seem terribly impressive. However, we have shown

that it is possible to solve the quantum Lenard-Balescu equa-

tion including faithful integrations over the dielectric func-

tion. What is more, our method provides an analytic

representation of the response and dielectric functions. It is

also readily generalizable to multiple space and velocity

dimensions and we hope that this will be the subject of future

work.
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APPENDIX A: DERIVATION OF THE DIELECTRIC
FUNCTION

Here, we compute the response function by computing

the integral (5) using our series expansion (8). First, we note

that the response function is of the form

vðk;xÞ ¼ Zðk;x�Þ � Zðk;xþÞ; (A1)

where

Z k;xð Þ � lim
g!0þ

ð
d3v

f vð Þ
�hx� �hv � kþ ig

(A2)

and

x6 � x6
�hk2

2me
: (A3)

Equation (A1) can be easily found by making the substitu-

tion u ¼ vþ �hk=me in the second term of (5). Inserting the

expansion (8) into (A2), we choose k to point in the z-direc-

tion and integrate in the cylindrical coordinates ðv?;/; vzÞ.
We then have

Z k;xð Þ ¼ ne

�h

bme

2p

� �1
2 1

k

X
Ak

�
ð1
�1

ð1
0

e�x�bmev2
z =2L

1
2ð Þ

k xþ bmev2
z

2

� �
x=k � vz þ ig

dxdvz;

(A4)

where we have made the substitution x ¼ mbv2
?=2. We now

use the identity

ð1
0

e�xL
1
2ð Þ

k xþ yð Þdx ¼ L
�1

2ð Þ
k yð Þ ; (A5)

which can be derived from the Laguerre sum formula

Lða1þa2þ1Þ
n ðxþ yÞ ¼

Xn

i¼0

L
ða1Þ
i ðxÞL

ða2Þ
n�i ðyÞ; (A6)

by choosing a1 ¼ 0 and a2 ¼ �1=2. The integral we are left

with is

Z k;xð Þ ¼ ne

�h

bme

2p

� �1
2 1

k

X
AmJm; (A7)

where

Jm �
ð1
�1

e�bmev2
z =2L

�1
2ð Þ

m
bmev2

z

2

� �
x=k � vz þ ig

dvz; (A8)

which, with the help of the substitution x2 ¼ bmev2
z=2, can

be written as

Jm ¼
ð1
�1

e�x2

L
�1

2ð Þ
m x2ð Þ

Y=
ffiffiffi
2
p
� xþ ig

dx : (A9)

As usual, the imaginary part is easily found from the

Sokhotski-Plemelj theorem

lim
�!0þ

ð1
�1

f xð Þ
x6i�

¼ 7ipf 0ð Þ þ P

ð1
�1

f xð Þ
x

dx; (A10)

where P denotes principal value integration. Thus

Im Jm ¼ �pe�Y2=2L
�1

2ð Þ
m

Y2

2

� �
: (A11)

To find the real part, we will not directly attempt the princi-

pal value integral but will instead use the standard trick

1

Yffiffiffi
2
p � xþ ig

¼ �i

ð1
0

ei Y=
ffiffi
2
p
�xþigð Þtdt (A12)

and the identity

L
�1

2ð Þ
m x2ð Þ ¼ �1ð Þm

m!22m
H2m xð Þ; (A13)

where HnðxÞ are Hermite polynomials, to write

Jm ¼ �i
�1ð Þm

m!22m
�
ð1

0

ð1
�1

e�x2

e
i Yffiffi

2
p �xþigð ÞtH2m xð Þdxdt :

(A14)

Because H2mðxÞ and e�x2

are even, we have

Jm ¼ �i
�1ð Þm

m!22m

� 2

ð1
0

ð1
0

e�x2

e
i Yffiffi

2
pð Þt cos xtð ÞH2m xð Þdxdt : (A15)

Using 7.388.3 of Gradshteyn and Ryzhik,31 we find for the x-

integral

ð1
0

e�x2

cos xtð ÞH2m xð Þdx ¼ �1ð Þm
ffiffiffi
p
p

2
t2m exp � t2

4

� �
;

(A16)

so

ReJm ¼
ffiffiffi
p
p

m!22m

ð1
0

sin
Yffiffiffi
2
p t

� �
t2me�t2=4dt: (A17)

Again consulting Gradshteyn and Ryzhik, this time 3.952.7,

and using Kummer’s transformation for the confluent hyper-

geometric function, Mða; b; zÞ, we arrive at the real part of

Zðk;xÞ

ReZ ¼ ne
bme

�h

x
k2

X
m

AmM 1þ m;
3

2
;�Y2

2

� �
: (A18)

Putting together our previous results, the imaginary part is

ImZ ¼ �
ffiffiffi
p
2

r
ne

ffiffiffiffiffiffiffiffi
bme

p

�hk

X
m

Ame�
Y2

2 L
�1

2ð Þ
m

Y2

2

� �
: (A19)
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Using (A1) and the definitions Y2
6 � bmex2

6=2k2 and (19),

we arrive at (4). The calculation for arbitrary u is the same

except that one expands H2mð
ffiffiffi
u
p

xÞ by means of a multiplica-

tion theorem for Hermite polynomials.

APPENDIX B: REDUCTION OF THE COLLISION
INTEGRALS

The purpose of this Appendix is to derive a simplifica-

tion of the quantum Lenard-Balescu collision integral using

the polynomial expansion in Equation (8). The calculation is

only for u¼ 1, which we use exclusively in this paper. The

generalization to arbitrary u is straightforward but results in

more complicated formulas.

We multiply the left- and right-hand sides of the kinetic

equation (1) by L
1
2ð Þ

m ðbmev2=2Þ and integrate over d3v. The

left-hand side becomes

2neffiffiffi
p
p C nþ 3=2ð Þ

n!

dAn

dt
: (B1)

The right-hand side is, of course, the real problem; it is the

nine-fold integral

ð
CQLB fð ÞL

1
2ð Þ

n
mebv2

2

� �
d3v; (B2)

which we will reduce to two. Beginning with v0, we make

use of the convenient definitions

x � k � vþ �hk2

2me
; (B3)

x6 � x6
�hk2

2me
; (B4)

to write

ð
d3v0d xþ � k � v0

� �
f v0ð Þ

¼ ne
bme

2p

� �1
2 1

k

X1
k¼0

Ak tð ÞL �
1
2ð Þ

k Y2
þ

� 

e�Y2

þ (B5)

and ð
d3v0d xþ � k � v0

� �
f v0 � �hk=me

� �

¼ ne
bme

2p

� �1
2 1

k

X1
k¼0

Ak tð ÞL �1
2ð Þ

k Y2
�

� �
e�Y2

� ; (B6)

where

Y2
6 �

bmex2
6

2k2
: (B7)

To derive (B5), we take k as the z-direction and integrate in

the cylindrical coordinates ðv?;/; v0zÞ. We find then

ð1
�1

ð2p

0

ð1
0

d xþ � kv0z
� �

e�
bme v0?2þvz 02ð Þ

2

� L
1
2ð Þ

n
bmev2

?
2
þ bmevz02

2

� �
v?dv?d/dv0z

¼ 2p
bme

1

k
e�Y2

þ

ð1
0

e�xL
1
2ð Þ

n xþ Y2
þ

� 

dx;

(B8)

where we have made the substitution x ¼ bmev2
?=2.

Combining (A5) and (B8) with the prefactors and series in

f ðv0Þ, we find (B5). Equation (B6) is found in exactly the

same way after making the substitution u ¼ v� �hk=me.

We aim in the end to have an integration over k and x.

For the v integration, we again take k to point in the z-direc-

tion, and then we have vz ¼ x�=k and dvz ¼ dx=k. We will

therefore employ cylindrical coordinates ðv?;/; vzÞ and inte-

grate over v? and /, leaving vz as the x-integral. Because

(B5) and (B6) depend only on x and k, they will play no fur-

ther role in the integration. The pieces we do need are

ð
d3vf vð ÞL

1
2ð Þ

n
mebv2

2

� �
(B9)

and

ð
d3vf vþ �hk=með ÞL

1
2ð Þ

n
mebv2

2

� �
; (B10)

integrated over v? and /, for which we find

ð2p

0

ð1
0

f vð ÞL
1
2ð Þ

n
mebv2

2

� �
v?dv?d/

¼ ne
meb
2p

� �3=2

2p
X

Al tð Þ
ð1

0

dv?v?e�
bme v2

?þv2
zð Þ

2

� L
1
2ð Þ

n
bmev2

?
2
þ Y2

�

� �
L

1
2ð Þ

l

bmev2
?

2
þ Y2

�

� �
;

¼ ne
meb
2p

� �1=2

e�Y2
�
X

Al tð Þ

�
ð1

0

e�xL
1
2ð Þ

n xþ Y2
�

� �
L

1
2ð Þ

l xþ Y2
�

� �
dx; (B11)

and, similarly

ð2p

0

ð1
0

f vþ �hk=með ÞL
1
2ð Þ

n
mebv2

2

� �
v?dv?d/

¼ ne
meb
2p

� �1=2

e�Y2
þ
X

Al tð Þ

�
ð1

0

e�xL
1
2ð Þ

n xþ Y2
�

� �
L

1
2ð Þ

l xþ Y2
þ

� 

dx : (B12)

To handle the last integrals in (B11) and (B12), we use the

identity

ð1
0

e�xL
1
2ð Þ

n xþ yð ÞL
1
2ð Þ

l xþ zð Þdx ¼
Xmin l;nð Þ

i¼0

L
�1

2ð Þ
n�i yð ÞL

�1
2ð Þ

l�i zð Þ;

(B13)
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which can be easily derived by again using (A6) with a1 ¼ 0

and a2 ¼ �1=2. At this point, only the magnitude of k is left

in the integrand, so
Ð

d3k! 4p
Ð

k2dk. To get the final form

of the integrand, we multiply (B5) by (B11), subtract the prod-

uct of (B6) and (B12), integrate over 4p
Ð1
�1 dvz

Ð1
0

k2dk, and

include the dimensional prefactor in (2). The resulting expres-

sion for the coefficients is

Cn
lk ¼ �

bmene

4p3=2�h2

n!

C nþ 3=2ð Þ

ð1
�1

ð1
0

e� Y2
�þY2

þð Þ

� j/ kð Þj2

j� k;xð Þj2
qn

lk X; Yð Þdkdx; (B14)

where qn
lkðX; YÞ is given in Equation (37). It is a straightfor-

ward matter to use the dimensionless variables X and Y
defined in (19) and (20) along with the Coulomb potential to

arrive at (34).

APPENDIX C: EXACT INTEGRATION OVER THE
DIELECTRIC FUNCTION

Here, we will simplify Equation (46) by an exact inte-

gration over X. In fact, we will solve the more general case

IX Y; sð Þ �
ð1

0

dXX2s�1 e�X2

j� X; Yð Þj2
(C1)

for which the X-integral in (46) is the special case s¼ 0. We

do this because including terms in the collision integrals

greater than Oð1Þ requires integrals for which s> 0, a gener-

alization we may wish to consider in the future. These are

also no more difficult than the s¼ 0 case.

To begin, we make use of the identity

1

j� X; Yð Þj2
¼ 1

2iIm �ð Þ
1

�� �
1

�

� �
: (C2)

Using the classical dielectric function in Equation (30), the

integral becomes

IX Y;sð Þ¼ 1

2ig2wi Yð Þ
�
ð1

0

X2sþ3e�X2

X2þg2w� Yð Þ
� X2sþ3e�X2

X2þg2w Yð Þ

" #
dX:

(C3)

Glancing at (31) and (32), it is clear that wiðYÞ ¼ �wið�YÞ
and wrðYÞ ¼ wrð�YÞ so that w�ðYÞ ¼ wð�YÞ. The first term

of (C3) can be written as

1

2ig2wi Yð Þ

ð1
0

X2sþ3e�X2

X2 þ g2w �Yð Þ dX: (C4)

If in the Y-integration we make the substitution Y ! �Y, we

find that the first and second terms of (C3) are actually equal

and opposite when integrating over Y and we can set

IX Y; sð Þ ¼ � 1

ig2wi Yð Þ

ð1
0

X2sþ3e�X2

X2 þ g2w Yð Þ
dX: (C5)

This integral can be evaluated in terms of special functions

ð1
0

X2sþ3e�X2

X2 þ g2w Yð Þ dX

¼ 1

2
eg2w Yð Þ � g2w Yð Þ

� �1þs
1þ sð Þ!C �1� s; g2w Yð Þ

� �
(C6)

where Cðt; zÞ is the incomplete gamma function, defined by

Cðt; zÞ ¼
ð1

z

ut�1e�udu: (C7)

This function has the series

C �1� s; zð Þ ¼ �1ð Þ1þs

1þ sð Þ! wsþ2 � cE � log z
� �

� 1

zsþ1

X1
k¼0;k 6¼sþ1

�zð Þk

k � s� 1ð Þk!
: (C8)

where cE 	 0:57721566 is Euler’s constant and wsþ2 are

constants appearing in the digamma function at integer argu-

ments. The first few of these are

w2 ¼ 1;

w3 ¼ 3=2;

w4 ¼ 11=6;

w5 ¼ 25=12 :

The order-unity terms arising from dynamical screening come

only from s¼ 0 and we can now isolate these using (C8) in

(C6) and expanding exp½g2wðYÞ�. Doing this, we find (46).

APPENDIX D: EXACT EXPRESSIONS FOR LANDAU
COEFFICIENTS

Here, we derive Equation (57), the closed expression for

Sn
lk, and the coefficients of the Landau equation. We begin by

setting �ðk;xÞ ¼ 1 and using the variables g � k
ffiffiffiffiffiffiffiffiffiffiffiffiffi
meb=2

p
and z � vz

ffiffiffiffiffiffiffiffiffiffiffiffiffi
meb=2

p
, to write the coefficients for the quantum

Landau equation Cn
lk

Cn
lk ¼ � �C

Xminð‘;nÞ

j¼0

ð1
g0

dg

ð1
�1

dzIQLðg; z; �hÞ; (D1)

where the integrand is

IQL g; z; �hð Þ � 1

�h2

1

g3
exp �z2 � zþ �hg=með Þ2
� 


� L
�1

2ð Þ
n�j z2ð Þ L

�1
2ð Þ

k zþ �hg=með Þ2
� 


L
�1

2ð Þ
l�j z2ð Þ




�L
�1

2ð Þ
‘�j zþ �hg=með Þ2

� 

L
�1

2ð Þ
k z2ð Þ

�
; (D2)

the prefactor is now

�C ¼
ffiffiffi
p
p

ne 2mebð Þ3=2e4 n!

C nþ 3=2ð Þ (D3)

and g0 is the small-k cutoff. To obtain the classical version

of this expression, we take the �h! 0 limit
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ILðg; zÞ ¼ lim
�h!0

IQLðg; z; �hÞ: (D4)

To do this, we must expand to second-order in �h, and

using some simple identities of Laguerre polynomials, this

yields

IL g; zð Þ ¼
2e�2z2

L
�1

2ð Þ
n�j z2ð Þ

m2
eg

� ‘� jþ 1ð ÞL �
1
2ð Þ

k z2ð ÞL �1
2ð Þ

‘�jþ1 z2ð Þ



� k þ 1ð ÞL �
1
2ð Þ

‘�j z2ð ÞL �1
2ð Þ

k z2ð Þ
�
: (D5)

The z-integration of this expression can be done by taking

advantage of the relationship between Laguerre and

Hermite polynomials in Equation (A13), and Titchmarsh’s

identityð1
�1

dz e�2z2

Ha zð ÞHb zð ÞHc zð Þ

¼ 2 aþbþc�1ð Þ=2

p
� C

aþ b� cþ 1

2

� �
C

a� bþ cþ 1

2

� �

� C
�aþ bþ cþ 1

2

� �
; (D6)

when aþ bþ c is even and the integral is zero otherwise.

The coefficients then become

Cn
lk ¼ � �C

ffiffiffi
2
p

log K
m2

ep

Xmin ‘;nð Þ

j¼0

�1ð Þnþkþ‘

� 2� nþkþ‘�2jþ1ð Þ

n� jð Þ!k! ‘� jð Þ! C �nþ k þ ‘þ 3

2

� �

� C nþ k � ‘� 1

2

� �
C n� k þ ‘� 2jþ 3

2

� �


�C nþ k � ‘þ 3

2

� �
C n� k þ ‘� 2j� 1

2

� ��
: (D7)

At this point, we confess that we simply evaluated the above

sum over j in Mathematica, which returns an analytical form

involving the regularized hypergeometric function, 3
~F2.

Comparing this expression with Equation (56) to get the cor-

rect numerical constants, we find Equation (57) for the Sn
lk.

We do not yet know how to derive this formula legitimately,

but we performed many checks between the analytic expres-

sion and the numerically determined Sn
lk to ensure that (57) is

indeed correct.

APPENDIX E: RECURRENCE FORMULAS FOR
COEFFICIENTS

In this Appendix, we derive and solve the recurrence for-

mula for the triple product integrals Vj
lk defined in Equation (52).

This will be based on the formula for Laguerre polynomials

L
�1

2ð Þ
n xð Þ ¼ 2� 3=2þ x

n

� �
L
�1

2ð Þ
n�1 xð Þ

� 1� 3

2n

� �
L
�1

2ð Þ
n�2 xð Þ : (E1)

Note that in the definition of V, two of the three Laguerre

polynomials have the same argument. The strategy is to

exploit this fact to find the recurrence formula for the family

of integrands

vj
lk X; Yð Þ � g X; Yð ÞL �1

2ð Þ
j Y2

�
� �

L
�1

2ð Þ
k Y2

þ

� 

L
�1

2ð Þ
l Y2

�
� �

; (E2)

where g(X, Y) is an arbitrary function of X and Y. We begin

by using the Laguerre formula to show

L
�1

2ð Þ
j Y2

�
� �

¼ 2� 3

2j

� �
L
�1

2ð Þ
j�1 Y2

�
� �

� 1� 3

2j

� �
L
�1

2ð Þ
j�2 Y2

�
� �

� 1

j
Y2
�L

�1
2ð Þ

j�1 Y2
�

� �
:

(E3)

Therefore,

vj
lk X; Yð Þ ¼ 2� 3

2j

� �
vj�1

lk X; Yð Þ

� 1� 3

2j

� �
vj�2

lk X; Yð Þ � 1

j
Y2
�v

j�1
lk X; Yð Þ: (E4)

We have a factor of Y2
� that will cause problems when we

integrate. We can rid ourselves of it by using the recurrence

formula again in the rearranged form

Y2
�L

�1
2ð Þ

l Y2
�

� �
¼ 2lþ 1

2

� �
L
�1

2ð Þ
l Y2

�
� �

� l� 1

2

� �
L
�1

2ð Þ
l�1 Y2

�
� �

� lþ 1ð ÞL �
1
2ð Þ

lþ1 Y2
�

� �
(E5)

to get

Y2
�v

j�1
lk X; Yð Þ ¼ 2lþ 1

2

� �
vj�1

lk X; Yð Þ

� l� 1

2

� �
vj�1

l�1;k X; Yð Þ � lþ 1ð Þvj�1
lþ1;k X; Yð Þ;

(E6)

which we can plug into (E4) to get a recurrence formula for

the integrand free of any additional factors of X or Y. Putting

everything together, we find

Vj
lk ¼ 2� 2 lþ 1ð Þ

j


 �
Vj�1

lk � 1� 3

2j

� �
Vj�2

lk

þ
l� 1

2
j

Vj�1
l�1;k þ

lþ 1

j
Vj�1

lþ1;k: (E7)

Note that k does not participate in this recurrence formula.

This system is comprised of nmax þ 1 discrete boundary-

value problems in j and l corresponding to each possible

value of k. For example, we can use our numerical integra-

tion techniques to find Vj
lk for j¼ 0 and j ¼ nmax for all val-

ues of k. In principle, the recurrence formula then generates

the rest. Note that although this is a three-point recurrence, it

can be used to compute j¼ 1 as long as we adhere to the con-

vention that when j> 0, we set negative-index polynomials
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to zero when they arise. This convention allows computation

of the Laguerre polynomials themselves for j> 0 and there-

fore also works for our coefficients. Another possibility is

that rather than specify the values on the boundary of the

cube, we instead compute the coefficients only for j¼ 0. We

now need to compute these up to 2nmax. However, in prac-

tice, it appears that this procedure is unstable and the initial

errors become out of control after a few iterations. We will

not investigate this issue further here, but we point out that

(E7) can be solved exactly. To do this, rewrite (E7) in the

more symmetric form

jVj
l�1;k � 2jVj�1

l�1;k þ j� 3

2

� �
Vj�2

l�1;k

¼ lVj�1
lk � 2jVj�1

l�1;k þ j� 3

2

� �
Vj�1

l�2;k; (E8)

so that l� 1 is on the left and j� 1 on the right. Looking for

a separable solution of the form

Vj
lk ¼ UjWl (E9)

we find the equations

jUj � 2jUj�1 þ j� 3

2

� �
Uj�2 ¼ kUj�1;

lWl � 2lWl�1 þ l� 3

2

� �
Wl�2 ¼ kWl�1;

(E10)

where k is an arbitrary constant. We can immediately recog-

nize these as the recurrence formulas for the associated

Laguerre polynomials with a ¼ �1=2 and x ¼ �3=2� k.

The most general solution to (E7) is a superposition of vari-

ous values of k each with a different amplitude, l

Vj
lk ¼

X
i

l kð Þ
i L

�1
2ð Þ

j � 3

2
� k kð Þ

i

� �
L
�1

2ð Þ
l � 3

2
� k kð Þ

i

� �
: (E11)

We require enough constants l and k that can satisfy the

boundary conditions. It is not clear how best to apportion

and calculate these but we have several options. This

requires further investigation, but it seems clear that if such

an approach can work, it would greatly improve the algo-

rithm presented in the paper.
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