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We developed a path-integral quantum Monte Carlo-based methodology for calculation of polaron mobility
in systems with electron-phonon interaction. Within the method, the current-current correlation function in both
the imaginary and real time is calculated in a numerically exact way. The choice of basis for representation
of the path integral enabled us to reduce the sign problem and perform real-time calculations for longer times.
The DC polaron mobility was extracted by performing analytic continuation that makes use of both the real and
imaginary-time data. The method was applied to the Holstein polaron model in one dimension. We obtained
reliable results for the temperature dependence of the Holstein polaron mobility for interactions ranging from

weak to strong and temperatures that are not too low.
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I. INTRODUCTION

The electron-phonon interaction is the dominant mecha-
nism that determines the mobility of electrons or holes in
semiconducting materials at room temperature [1,2]. There
is a significant group of materials where it is sufficiently
strong so that its perturbative treatment is not appropriate
[3-5]. For such materials, one cannot apply the standard
Bloch-Boltzmann theory [6] of electronic transport, nor the
methods for mobility calculation based upon this theory that
were developed in the last decade [6—12]. It is therefore of
great interest to develop methods for the calculation of mo-
bility of an electron interacting with phonons which would be
applicable regardless of the strength of interaction.

The simplest model describing an electron interacting with
phonons is the Holstein polaron model [13] where each lat-
tice site accommodates one phonon and the electron interacts
only locally with the phonon from the same site. This model
served in the last several decades as a playground where
the methods aiming at describing the systems with electron-
phonon interaction were tested. Ground-state and equilibrium
finite-temperature properties of the Holstein model are now
well understood [14-25] and significant progress was recently
made in evaluation of the electronic spectral function [26-30].

Nevertheless, it remains rather challenging to calculate the
dynamical response of the system, which is encoded in real-
time correlation functions in a numerically exact way; that
is, without resorting to additional approximations in addition
to those contained in the Hamiltonian. To calculate the DC
polaron mobility one needs to calculate the current-current
correlation function up to very long times. One of the methods
to achieve this is to represent the current-current correlation
function using Feynman’s path integral formalism [31,32] and
perform the calculation of the integral using a Monte Carlo
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method [24,33]. The main challenge comes from the fact that
the sum obtained this way contains terms of varying phases.
The Monte Carlo procedure for calculation of such a sum is
then not guaranteed to converge. This issue constitutes the
so-called dynamical sign problem [34-39]. The dynamical
sign problem is not pronounced at small real times but it
becomes severe at long times, making the calculations impos-
sible. Other numerically exact methods that can in principle
be used to evaluate real-time correlation functions include the
finite-temperature Lanczos method [26], the time-dependent
density-matrix renormalization-group method [28,40], and
the hierarchical equations of motion method [29,41], whereas
each of these exhibits its own challenges. There is also a
significant number of approaches where the polaron transport
in the Holstein and related models is evaluated by resorting to
different types of approximations [42-57].

An approach that is often used to avoid the dynamical sign
problem is to calculate the correlation functions in imaginary
time or frequency and then perform the analytic continuation
to real time or frequency [38,58—68]. However, such analytic
continuation is an ill-posed problem and it gives reliable re-
sults in some cases only.

In this work, we perform path-integral quantum Monte
Carlo calculations of the current-current correlation function
in real and imaginary times for the Holstein model and we
extract the DC mobility from these calculations. There are
two main advances that we introduce in this work. First,
we make use of the fact that the dynamical sign problem is
basis-dependent [69]. By choosing the appropriate basis for
the formulation of the path-integral quantum Monte Carlo
method, we reduce the dynamical sign problem and enable
the calculation of the current-current correlation function
for longer times. Second, we perform the calculation of the
current-current correlation function for both imaginary and
(short) real times. To obtain the DC mobility, we then per-
form the analytic continuation, starting from both real and
imaginary-time data. It is somewhat surprising that this simple
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idea has rarely been exploited in the literature—we are in fact
aware of only one work that exploited this idea [38]. The
implementation of these ideas enabled us to obtain the mo-
bility of the Holstein polaron for a broad range of parameters
ranging from weak to strong interactions at temperatures that
are not too low.

The paper is organized as follows: We briefly introduce the
model Hamiltonian in Sec. II A. In Sec. IIB we derive the
path-integral representation of the current-current correlation
function in two different bases and describe the numerical
Monte Carlo algorithms for its calculation. In Sec. IIC we
present the procedure for analytic continuation that makes use
of both real and imaginary-time data to obtain the DC mobil-
ity. An example of the application of the analytic continuation
procedure is presented in Sec. IIT A. Convergence tests of our
numerical calculations are presented in Sec. III B. The final
results for the temperature dependence of the Holstein polaron
mobility are presented in Sec. III C, while concluding remarks
are given in Sec. IV.

II. MODEL AND METHODS
A. Model Hamiltonian

We consider the system described by the Holstein model
on an one-dimensional lattice. Each lattice site accommo-
dates one phonon mode. An electron interacts locally with the
phonon. The system is described by the Hamiltonian

Pl
H = Z |: C Cn+1 + CnJr]Cn) + (ﬁ + EM(U,%X,,Z)

+ \/2Ma),,Gchan:|. (1)

The first term describes electron hopping on the lattice, where
J is the electronic transfer integral between neighboring sites.
The operators Cj; (c,) stand for electron creation (annihilation)
operators at the nth site. The second term describes the phonon
of angular frequency w,, while X,, (P,) are phonon position
(momentum) operators at site n. Dispersionless phonons with
w, = wy are assumed. The mass M of the oscillator can be set
to M = 1 without loss of generality. The last term describes
the electron-phonon interactions of strength G. We assume
periodic boundary conditions. In the derivations throughout
the paper we use the system of units where the lattice constant
a and the universal physical constants 7, ey, and kg are equal
to 1. We denote the inverse temperature as 8 = 1/7T.

The Hamiltonian given in Eq. (1) can be written in the
following equivalent form, which is more suitable for the
derivation of the path integral representation:

H =Hy+H +H,, (2a)
i

Hy = Z AT (2b)

H, = Z <,/2MwnGc cnXp + 2Ma)2X ) (2¢c)

Hy = =] ) (cicurt + Cppin)- (2d)

The Hamiltonian H, is diagonal in electron momentum
representation H, = ) 8(k)CZCk, where the bare electronic
dispersion is given as €(k) = —2J cos(k) and CZ (cy) are the
electron creation (annihilation) operators in the momentum
representation.

B. Path-integral representation of time-correlation functions

The central quantity that we consider in this work is the
DC mobility which is given by the Kubo formula [42,70]

_ § / di(j(0)j(0), 3)

where the current-density operator j for the Holstein model

reads
j=i Z(c Cat1 =

To evaluate the mobility, one needs to calculate the time-
correlation function (TCF) (j(z)j(0)), where the brackets
denote the average in the canonical ensemble.

The TCF that corresponds to arbitrary operators A and B is
by definition

ChiiCn). “

(A(1)B) = Z7 ' Tr[e PH " Ae~ 11 B], 3)
where Z = Tr(e ") is the partition function and the time de-
pendence of the operators is given as A(¢) = e Ae~"" with
A(0) = A. To derive a discretized path-integral representation
of the TCF given in Eq. (5), we make use of the Trotter-Suzuki
expansion in accordance with the ideas from Refs. [24,33]:

(A®B) = lim Z,, ' Tr[(e e ey (o AtHo
m,()— 00

x glAtHl elAtHz )QA(eflAtHoeflAtﬂl e*lAtHz )QB],

(6

The imaginary-time interval of length 8 was divided into m
subintervals of length T = 8/m, while the real-time interval of
length ¢ was divided into Q subintervals of length At =¢/Q.
The term Z,, is the partition function that is obtained when the
imaginary-time interval is divided into m subintervals.

The trace in Eq. (6) can be evaluated by representing it
in any complete basis that spans the Hilbert space of the
system. The result of the full summation does not depend on
the choice of basis. However, the result and the statistical error
of Monte Carlo summation, which includes only a sample of
the terms in the sum, depends on the choice of basis. This
fact can be exploited to choose a basis where the statistical
error of Monte Carlo summation is smaller. In practice, this
enables us to perform calculations for longer real times than
if only one choice of basis were used. We made use of two
possibilities for the choice of basis: (i) the basis obtained as a
direct product of electronic momentum states and phonon co-
ordinate eigenstates; (ii) the basis obtained as a direct product
of the electronic states with an electron localized at a certain
site and phonon coordinate eigenstates. The choice (i) is more
natural for weak electron-phonon interaction, while we make
use of (ii) for stronger electron-phonon interaction and for
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imaginary-time calculations. It should be noted that the choice
(i) allows us to analytically integrate out phononic degrees of
freedom.

We consider both the real time correlation function as
defined in Eq. (5) and the imaginary time correlation function
(obtained by the Wick rotation t — —it, t € R) given by

(A(=it)B) = Z™ ' Tr[e PH M A1 B]. (7)

We denote the trace appearing in Eq. (6) as CX”BQ and in the
next two sections we derive its path-integral representation in
the two bases mentioned. In the derivation, we assume that the
operators A and B depend on electronic degrees of freedom
only, which is the case for the current-density operator for the
Holstein model given in Eq. (4).

J

m+Q m+20+1

1. Path integral with momentum representation for electrons

We expand the trace from Eq. (6) in the basis containing the
states that are a direct product of electron momentum states
and phonon coordinate eigenstates:

lk: {X}) = |k} [Xo)X1) - - - | Xn—1), ®)

where N is the number of sites in the lattice. The elec-
tron momentum k takes one of N discrete values from
the first Brillouin zone, while phonon coordinates are real
numbers. To obtain a discretized representation of the path
integral, we evaluate the trace C:\”‘BQ in the basis given
in Eq. (8). The details of the derivation are given in
Sec. I of the Supplemental Material [71]. We arrive at the
expression:

=C /HDXJ 1_[ DXx? 1_[ DX’e =S1[t:X7] —Sz[ iAXP] —S;[zAtX’]

r=m+Q+1

m—1 m+Q0—1

m+20

Y [T fai XD T fot, GAEXPTY [T S (—iAn X"

k) j=0 p=m

r=m+Q+1

X (Xm+Q; km+Q |A |km+Q+1 5 Xm+Q+l ) (Xm+2Q+] 5 km+2Q+1 |B|k0, XO) s (9)

where Cj is an irrelevant constant and ), denotes the summation over all k variables. Phonon actions are given by the

expressions

Silt; X’]—rzz

j=0 n
m+Q—1
—iAt Y Y
p=m n

m+20 B

Si[iAt; X" = iAt Z Z

r=m+Q0+1 n L

S[—iA XP] =

Xj+1 +
2 (vp+1\2
wn(Xn ) +

Y orxr1y?

M (X7 = xi)
2 72 ’

M (X = xp)
2 (A1)

M (X~ X,;‘)Z}
+ _.—2 .
2 (iAt)

’

(10)

The functions f}, x;(z; x") are fermion propagators between states k; and k; in complex time z and are defined as

; = k) _ E : -(ki—k;)+2G2Mw, X}
fk,,k/(z,X’) et )N em( 1)+2G/2Mw,. ]

The estimator for the TCF is given by the expression

(At)B)™? =

12)

where the term Ci"lQ denotes C;{ 2 for A=B=1. The es-
timator from Eq. (12) closely represents the true correlation
function (A(#)B) when m and Q are large enough.

We rewrite the trace C}' BQ in matrix notation by introducing
the vector variable for phonon coordinates:

— (YO, Yl
Xm+Q+l .

YWL+2Q l)T XWH—Q—l

13)

X' x2,.
, Xm+2Q—l’ Xm+2Q’ XO)T,

L

(

so the trace takes form
(14)

The matrix D is a symmetric matrix that represents the
quadratic form in the phonon actions. The function F(Y) is
a trace of the product of matrices

F(Y) =Tr[F(—t;YO)F(—t:Y") ... F(—t; Y™
x FGAL;Y™) - F(iAr; Y0 72)
x GUAL Y™ e Y F(—iAr; y™9). ..

x F(—iAt; Y™ PG (—iA; Y™ 2271 (15)
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When A = B = j the elements of the matrices are given as

N—1
[F(; YO =e

n=0

. 1 k
ze(2n j/N) Z e_m'(J_l)W 2G/2wpY,

N-1

[GGALY" O] = — 2T sin (znj/zv)emm@ﬂf‘/mllv DR RO

n=0
N—1
. R | T m+20—
[G(—iAr Y™ 207, j = — 2 sin (27 jN)e I MECTIN iU Hin G R (16)
n=0

where z is complex time. When A = B = 1, the matrices §
should be simply replaced by matrices F.

We calculate the integrals that appear in CZI'BQ using a
Monte Carlo technique by directly sampling from phonon
action

S[Y]=1Y'DY. (17)
Since D is a complex symmetric matrix, we can diagonal-
ize the quadratic form Y7 DY by eigen decomposition D =
QAQ~!, where A is a diagonal matrix and Q is an orthogonal
matrix Q7 = Q~!. The quadratic form then takes the form
YTDY = Z”Z. We can therefore directly sample the compo-
nents Z; from a Gaussian distribution and find the vectors Y
by applying an inverse transformation Y = Q7 A~!/2Z.

2. Path integral with position representation for electrons

In this case we make use of the basis consisting of states
that are a direct product of electron position states and phonon
coordinate eigenstates,

I X)) = 1n)1Xo) IX1) - - - [Xn—1), (18)
The electron position takes the values r =0, ..., N — 1. Fol-
lowing the same procedure as in Sec. IIB 1, we arrive at a
similar expression for the trace C BQ in this basis, where the
details of the derivation are given in Sec. II of the Supplemen-
tal Material [71]:

Crf =C5 Y (rmrolAlrmrga1) (Fusag+11BIro)
r}
m—1 m+0—1
< [T1@sri —rp) J] I=idtirpn —ry)
j=0 p=m
m+20
< 1 1iatirgn —r,)
g=m+0+1
m+Q0—1 m+2Q
/]_[DXJ ]_[ px” ] Dx¢
q=m+0+1
6—51[T:X’]e—Sz[—IAI:X”]e—Sa[lAt;X"]’ (19)

where Cj is an irrelevant constant, the symbol ) 1} denotes
the summation over all » variables and phonon actions are

(

given by the expressions

Silt:X'1=1 ZZ [ Xf+1
j=0 n
M X = X)) .
to G w,,a,,,rjxnf“},
m+Q0—1
Sy[—iAt; XP] = — iAt Z Z[ 2(xr+y?
M X ]
S+ GY2M w8, X!
Ty A OnOnry
m+20
S3[iAr: X9 = iAt Z Z[ X‘f“
qg=m+Q+1 n
(Xr?-H _Xq) :|
GV2Mw,8,,,, X4
2 (Ar)? + OnOn.ry

(20)

The functions I(z;rj;1 — r;) represent Fourier-transformed
electron propagators to coordinate space and they are defined
as [24]

x exp [2zJ cos(2nn/N)]. 21

The integral over phonon coordinates in Eq. (19) can be
solved analytically. As in the previous section, we introduce
the vector variable for phonon coordinates which leads to

m+Q0—1 m+20

f({r})_/]—[DXf ]_[ px” ] Dx¢

g=m+Q+1

_ XI1 =Sy [—iAt:XP] —Sa[iAr:X4?
X e ST X ]e So[—iAt:X ]e S3[iAt:X9]

= f DYe SY (22)

where Y is given in Eq. (13) and the action is a quadratic form
with an additional linear term

SIY1=1Y'DY + Y" -d({r}). (23)
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The matrix D is the same as in Sec. II B 1, while the vector
d({r}) depends on the configuration of electron position states.
After calculating the multidimensional Gaussian integral over
phonon states we obtain the function f({r}) that depends on
electron position states

fUr)) =Ciexp (3d({r)" - D" -ad({r}), (24

where Cj is an irrelevant constant that remains after Gaussian
integration.
The trace C};"2 is in this case given as

Crf =6y w({rhF (), (25)
{r}

where we introduced the weight function w({r}) and the func-
tion F ({r}) given by the expressions

m—1 m+Q—1
w({rD =[T1(zsrm —r) [] W=iatrn —rp)
j=0 p=m
m+2Q
< ] HGAtrgy =7l (26)
q=m+Q0+1

F({r}) = (rmt+-0lAlrm+0+1) (rmi20+11Bro)

X exp (%d({r})T .D7'. d({r}))

m+Q—1 m+2Q
ip(—iAt;rp 1 —1) Ip(IAL; g —T,
X l—[ €¢( p+1 [) l_[ e¢( q+1 q)’
p=m g=m+Q+1

27

where ¢(z;1; — ;) = argll(z;1; — 1))].

To calculate the real-time correlation function we use the
same estimator (A(z)B)"™¢ as in Eq. (12). The sum in Eq. (25)
over electron position states will be calculated by using the
Monte Carlo technique. After a simple change of variables
r;, the weight w({r}) becomes a product of single-variable
functions. These variables can then be sampled independently
to obtain the configuration of electron positions {r}.

To obtain the path integral in imaginary time, we can sim-
ply make the substitution + — —it in expressions obtained in
real time. The weight from Eq. (26) and the function from
Eq. (27) are now completely real and are given by the expres-
sions:

m—1 m+0—1
w({r) = [ (s —r5) [] 1=Atirper —7p)
Jj=0 p=m
m+2Q
< ] 1At =1y, (28)
qg=m+Q0+1

F{r}) = (rmt+olAlrm+o+1) (rmt20+11B|ro)

X exp (%d({r})T . D! ~d({r})>. (29)

C. Analytic continuation

The path-integral quantum Monte Carlo methodology de-
scribed in Sec. IIB gives us the current-current correlation
function (j(z.)j(0)) either at imaginary times (t, = —it, 0 <

t < P) or at short real times (. = t). On the other hand, the
central quantity that we are interested in is the DC mobility
u = pu(w = 0). The relation between (j(z.)j(0)) and u(w)
reads

o0 1 —iwt,

IO = [ do 2 Ren@). G0
e T —ePo

This type of problem is in the quantum many body community
typically addressed by calculating the correlation function
[in our case (j(z.)j(0))] at imaginary times where there is
no sign problem and then performing analytic continuation
to obtain Reu(w). The methods that are typically used to
perform analytic continuation include the maximum entropy
method [38,58,59,63,65-67], the Padé approximation method
[59-61], the singular-value decomposition method [59,63,64],
etc.

However, one can also make use of the calculations for
those real times where the sign problem is not pronounced
and accurate values of the current-current correlation function
can be obtained. Therefore, we perform analytic continuation
by making use of both imaginary-time and real-time data
obtained by path-integral Monte Carlo calculations of the
current-current correlation function.

We make use of the singular-value decomposition method
to perform analytic continuation. The discretized version of
Eq. (30) reads

Jj=K-m, €19}

where K is a known linear operator obtained from discretiza-
tion of Eq. (30). The vector j contains the current-current
correlation function for all (real or imaginary) times at which
calculations were performed. The vector m is unknown and
it contains the discrete representation of Reu(w). All the ele-
ments of j, K, and m are real if we represent complex numbers
as a column of two real numbers—their real and imaginary
part. Any real matrix can be transformed to the form known
as singular-value decomposition:

K = USV7, (32)

where U and V are orthogonal matrices, while S is a diago-
nal matrix whose elements s; are called the singular values.
Within the singular-value decomposition method we find m
as

U7, j
"k V., (33)

m:é =
s
k

where U7, (V ;) is the kth column vector of matrix U7 (V).

The challenge in obtaining m from Eq. (33) comes from
the fact that there are many singular values that are close to
zero. The presence of such values leads to large multiplication
of any noise (stemming from Monte Carlo data or from finite
numerical precision). Therefore, in practice one takes only a
limited number of terms in Eq. (33) that correspond to largest
values of sy.

We note that analytic continuation that includes both
real- and imaginary-time data is by no means limited to the
singular-value decomposition method. It can be performed by
appropriate modification of any other analytic continuation
method. We nevertheless chose the singular-value decompo-
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sition method because it most transparently demonstrates the
challenges of analytic continuation procedure.

II1. RESULTS

A. Examples of analytic continuation procedure

In this section, we present examples of the results ob-
tained from our analytic continuation procedure. To assess the
accuracy and limitations of the procedure, it is desirable to
know the exact reference result for p(w) that the procedure
should ideally reconstruct. For this reason, here we do not
apply the procedure to our Monte Carlo data. Instead, we
make use of the frequency dependence of mobility obtained
in Ref. [72] that we refer to as the reference dynamic mobility
Uret(w). From the reference dynamic mobility, we construct
the real- and imaginary-time current-current correlation func-
tions using Eq. (30). Next, we add noise to these data whose
strength is comparable to the noise present in our Monte Carlo
data. Finally, we apply the analytic continuation procedure
described in Sec. IIC to such data and obtain Repu,.(w).
By comparing Rep,.(w) and Repr(w) we can estimate the
accuracy of the analytic continuation procedure. Since we are
mostly interested in DC mobility we make the comparison in
particular at @ = 0. We use the relative error

s = Reptae(@ = 0) — Repurer(w = 0)
Repirer(w = 0)

as an estimate of the error of analytic continuation procedure.

The results are presented for model parameters wy/J = 1,
G/J =1 and T/J =1 in Fig. 1(a). These results were ob-
tained from imaginary-time data for times up to 0.6/J and
real-time data for times up to 1/J, while the results in Fig. 1(b)
are obtained from same imaginary-time data with the addition
of real-time data with ranges specified in the caption of the
figure.

In Fig. 1(a) we demonstrate how the number of singular
values (svs) taken in the sum given by Eq. (33) affects the
outcome of analytic continuation. If we take too many svs
terms (e.g., svs = 13), we include the term with rather small
absolute value of s; in Eq. (33). The noise in the data j in
Eq. (33) is then strongly multiplied and we get too much noise
in the Rep, (). On the other hand, if we take too few singular
values (e.g., svs = 8, 9) we do not have enough information
and Reu,.(w) does not resemble the reference Repuer(w) at
all. The best choice in practice is to take as many singular
values as possible before Reu,. (@) becomes too noisy. For the
specific case shown in Fig. 1(a) the best choice is the result
obtained with 12 singular values. The number of singular
values used in typical calculations in this work is reported in
the table in Sec. III of the Supplemental Material [71].

In Fig. 1(b) we demonstrate the benefits of performing
analytic continuation starting both from real- and imaginary-
time data as opposed to using the imaginary-time data only.
By adding more relevant data in real time, we get closer to
the reference result in comparison with the case when we
use imaginary-time data only. We can see that, by combining
imaginary- and real-time data, we can get much closer to the
reference value of mobility.

14F 1::0 i i - 7

14 . : . .

L Href —_—
L2 Wtre =0/ J)  seneees

1} \". Wtre <0.4/J) =mmns ]
L. “\_ W(tre < 1.0/J) =meme

FIG. 1. Examples of the application of the analytic contin-
uation procedure: (a) The reference result (labeled pt.f) and
the results obtained using different number of singular values
(svs). The inset shows the result obtained using svs = 13 with
a full range on the y axis; (b) The reference result (pirer)
and the results obtained using imaginary-time data only [labeled
u(te = 0)], using imaginary-time data and real-time data for real
times up to 0.4/J [labeled u (. < 0.4/J)] and using imaginary-time
data and real-time data for real times up to 1/J [labeled u(f. <
1.0/J)]. The results are presented for model parameters wy/J =1,
G/J = 1and T/J = 1. The results are shown for @ > 0 because the
equality Reu(w) = Rep(—w) holds.

B. Choice of simulation parameters

To make sure that the results of our quantum Monte Carlo
calculations are reliable, we paid particular attention to set
the appropriate values of all relevant simulation parameters.
Relevant convergence tests were performed to choose these
values. Since our goal is to get very precise data such that
standard deviation is not greater than 1% of the result, we used
10*~10° Monte Carlo samples in a single calculation and we
repeat each calculation 100 times to achieve better statistics
and to estimate the statistical error. The discretization time
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FIG. 2. The dependence of the imaginary-time current-current
correlation function on the number of sites N for wy/J =1 and
G/J = 1: (a) at a high temperature 7' /J = 10, (b) at a low tempera-
ture T /J = 0.5. The results are shown for imaginary times 0 < 7 <
B/2 only since the identity C;;(t) = C;;(B — t) holds. The error bars
in panel (a) of the figure denote the estimated standard deviation of
the result, while the error is too small to be visible in panel (b) of the
graph.

steps T and At also have to be set to particular values. From
appropriate convergence tests, we found that the values 7 =
At = 071 are small enough as taking smaller time steps does
not make a significant change in the result. Time discretization
steps and the number of Monte Carlo samples used in typical
calculations in this work are given in the table in Sec. III of
the Supplemental Material [71].

Another relevant parameter is the number N of sites that
determines the system size. Our goal is to obtain the results
representative of the thermodynamic limit N — oo. In prac-
tice, we thus choose N which is large enough so that further
increase in the number of sites does not change the result. In
Figs. 2(a) and 2(b) we present the imaginary-time current-
current correlation function for wy/J =1 and G/J =1 at a
high temperature 7'/J = 10 and a low temperature 7'/J = 0.5
for a different number N of sites. We see that, for these

2 T T T T T
N =20 —A—
1.6 N =25 —v— | 1
N =30
14 N =35 1
1.2 N =40 —eo— | |

Re Cjj; [J?]

0 5 10 15 20 25 30
Jt

FIG. 3. Real part of real-time current-current correlation func-
tion for different number N of sites for G/J = 0.141, wy/J = 1, and
T/J] =2.5.

parameters, N = 5 sites are sufficient at a high temperature,
while N = 10 sites are needed at a low temperature. Such
behavior is expected since the increase in temperature reduces
spatial correlations. For this reason, the system becomes more
local at a higher temperature and a smaller number of sites is
needed to reach the thermodynamic limit.

In Fig. 3 we present the time dependence of the real part
of current-current correlation function in real time obtained
through Monte Carlo calculations for various system sizes in
the case of weak electron-phonon interaction G/J = 0.141,
wo/J =1, and T/J =2.5. We see from the figure that a
system of N = 30 sites is needed for accurate calculation for
times up to Jt = 15. Such a large N is needed in this case
because the carrier mean-free path is large for weak electron-
phonon interaction and the system size larger than the carrier
mean-free path is needed to obtain the result representative
of the thermodynamic limit. To reduce the computational
effort we performed the calculation for smaller times with

2 : . . '
o\ T/J =10.00 —
L5 g\ T/J =5.000 == ]
— E\\\ T/J =2.000 ——-
= R T/J =1.000 ===
RIS SN _
e, N0 T/J =0.625 seeeee
= von
Q
< 05}
ost
0
~05 . . , .

Jt

FIG. 4. Time decay of the real part of real-time current-current
correlation function at various temperatures for w/J =1 and
G/J =0.5.
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FIG. 5. Temperature dependence of Holstein polaron mobility
for different electron-phonon interaction strengths and wy/J = 1.
The label “ct” stands for the results obtained by analytic continuation
from real- and imaginary-time data. Results labeled “rt” are obtained
by direct integration of current-current correlation function in real
time (full lines connecting the dots are guide to the eye). The results
labeled “a” are approximate results from Ref. [72].

adequately smaller N. In particular, we used N = 20 for times
from Jt = 5 to 10 and N = 30 for times from J¢ = 10 to 15.

In Fig. 4 we present the decay of the real part of current-
current correlation function in real time for wy/J = 1, G/J =
0.5 and a range of temperatures. We see that for higher tem-
peratures (7'/J > 2) we fully capture the time decay of the
current-current correlation function. In that case, it is possible
to calculate the mobility by direct integration using the Kubo
formula given in Eq. (3). This approach gives us the most ac-
curate results for polaron mobility where the only uncertainty
comes from statistical errors of Monte Carlo calculations,
which are rather small. The time decay of current-current
correlation function for lower temperatures (7'/J < 2 in this
case) is slower and we cannot obtain reliable results at larger
times when the dynamical sign problem becomes severe and
Monte Carlo statistical errors become significant. In this case,
we resort to analytic continuation procedure described in
Sec. IIC to obtain the result for polaron mobility. That pro-
cedure gives results with systematic error that can appear to
be significant, especially in the case of low temperatures. In
this case, longer real times become more relevant and analytic
continuation that makes use only of imaginary-time and short
real-time data becomes less successful.

C. Temperature dependence of polaron mobility

We present the final results of our work in this section.
The temperature dependence of mobility for one-dimensional
Holstein model is presented in Fig. 5. The results are given
for electron-phonon interactions ranging from weak (G/J =
0.141) to strong (G/J = 2.830) and wy/J = 1.

The results labeled “ct” in Fig. 5 were obtained from ana-
lytic continuation procedure that makes use of imaginary-time
data and real-time data up to times where it is possible to
obtain Monte Carlo results with small error. The error bars
were estimated as follows: We first calculate the relative error

that the analytic continuation procedure introduces to real and
imaginary-time data generated from dynamic mobility calcu-
lated using an approximate method in Ref. [72], as described
in Sec. IIT A. We then assume that the relative error of analytic
continuation procedure applied to Monte Carlo data for the
same parameter set is the same. This is a good estimate since
the current-current correlation functions obtained in Ref. [72]
and in this work largely resemble each other. Hence, it is
expected that analytic continuation performs equally well for
both of these current-current correlation functions. From the
relative error, we eventually calculate the estimate of the ab-
solute error of the analytic continuation procedure applied to
Monte Carlo data. We find that analytic continuation typi-
cally tends to underestimate the mobility. For this reason, we
present one-sided errors in Fig. 5.

The results obtained by direct integration in real time for
times where reliable current-current correlation function is
available are labeled “rt.” For reference, we present also the
results obtained using an approximate method of Ref. [72]
(these are labeled “a”).

The most accurate results in this work are the results ob-
tained for relatively weak electron-phonon interactions G/J <
1 and higher temperatures 7'/J 2 2. For these parameters, we
can capture the full time decay of the current-current correla-
tion function and the results obtained by direct integration are
therefore accurate. For these parameters, analytic continuation
also gives essentially the same results as direct integration.

The path integral for G/J < 1 was calculated using the mo-
mentum representation for electronic states (see Sec. IIB 1).
The alternating phase that remains in the integrand is pro-
portional to the factor AtG [see Eq. (16)]. For this reason,
the approach works well for weaker interactions, while for
large interactions the dynamical sign problem becomes quite
severe. We also note that it is a significant challenge to obtain
reliable results at low temperatures, because longer times be-
come relevant then, as already discussed in Sec. III B. The
other approach based on position representation (described
in Sec. IIB 2) of electronic states was used to calculate the
current-current correlation function in imaginary time, and in
real time for interactions G/J > 1.

To illustrate the importance of the choice of basis, we
present in Fig. 6(a) the ratio of the standard deviation of
the current-current correlation function C;;(¢) and its absolute
value |C;;(t)| obtained from the calculations using either the
position or momentum basis for electronic states. The results
are presented up to times when the standard deviation be-
comes comparable to the result (except for G/J = 0.5 and
the position basis, where longer times can be reached). As
can be seen from the figure, in the case of weak interaction
(G/J = 0.5), the standard deviation is much smaller when
the momentum basis is used, while for strong interaction
(G/J =2), the standard deviation is significantly smaller
when the position basis is used. To demonstrate that such a
behavior originates from variations of phases of the terms in
Monte Carlo summation (known as the sign problem in the
literature), we present in Fig. 6(b) the average sign of the
Monte Carlo sum used to evaluate the nominator in Eq. (12)
for the same parameters as in Fig. 6(a). For the sum ) ; A; the
average sign is defined as s,, = |{A4;/|A;])|. It takes the value
of one when there is no sign problem and it is equal to zero
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FIG. 6. The real-time dependence of (a) the relative standard
deviation and (b) the average sign of the real-time current-current
correlation function for wy/J = 1 and T /J = 2. The label “m” de-
notes the results obtained with the momentum representation for
electrons and the label “p” denotes the results obtained with the
position representation for electrons.

when the sign problem is most severe. We see from Figs. 6(b)
and 6(a) that the average sign is close to one in cases where
standard deviation is small and that it decreases towards zero
at times when standard deviation starts to be comparable to
the result.

In Fig. 7 we present the current-current correlation func-
tion in imaginary time for 7/J = 1, wy/J = 1, and various
values of interaction. We see that it is much more sensi-
tive with respect to (imaginary) time variable for stronger
electron-phonon interactions, while for weak electron-phonon
interactions it appears to have almost a constant value. There-
fore, for weak interactions and low temperatures the results
obtained from analytic continuation have large error since
the input data on current-current correlation function have
very little information (they are almost constant in imagi-
nary time and exhibit a slow decay up to the largest real

A G/J =0.141 =
1.8 1] G/7 =0.500 —@—
L6k 11677 =1.000 —a—

’ G/J =2.000 —y—
1.4 4| G/J=2830 —@—

1.2}

0.8F
0.6 |
04r
0.2F

Re Cj; [1°]

0 0.1 0.2 0.3 0.4 0.5
Jt

FIG. 7. Imaginary time current-current correlation function for
T/J =1, wy/J = 1 and for various interaction strengths. The results
are shown for imaginary times 0 < ¢ < /2 only since the identity
C;i(t) =C;;j(B — 1) holds.

times for which data are available). For weak interactions and
high temperatures, the real-time data already contains almost
full information on the current-current correlation function.
Consequently, analytic continuation gives rather accurate re-
sults for these parameters. Analytic continuation also works
reasonably well for stronger interactions (G/J > 1). In that
case, the current-current correlation function data have a pro-
nounced dependence in imaginary time and for short real
times, which gives good enough information to obtain rea-
sonable results from analytic continuation. We note that, for
stronger interactions, the mobility obtained by direct inte-
gration noticeably underestimates the mobility from analytic
continuation. The reason for this is the presence of additional
peaks in C;;(¢) at times t,, = ”3;_7; (n = 1) which are not cap-
tured by direct integration, as can be seen in Fig. 8.

To summarize for which parameters the methodology
presented works best, one can inspect Fig. 5. It can be seen
that the error is rather small for relatively weak interactions
G/J <1 and relatively high temperatures T /J 2 2.

2.5 T T T T
approximate —

2 s qmec o | 1

1.5¢ ]

0 0204 06 08 1 1.2 14 4

Re Cj; [J?]

0 2 4 6 8 10
Jt

FIG. 8. Time dependence of real part of real-time current-current
correlation function for G/J = 2.83 and T/J = 2 obtained by ap-
proximate method from Ref. [72] (labeled “approximate”) and by
our QMC calculations (labeled “qmc”). The inset shows a detailed
view for times Jt < 1.5.
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Reasonably accurate results can be also obtained for stronger
interactions G/J > 1 and relatively high temperatures
T/J Z 2. On the other hand, it is quite challenging to obtain
the results at low temperatures 7'/J < 1.

It is interesting to compare the results obtained in this
work with the results of Ref. [72] obtained using an approxi-
mate method. For almost all values of the parameters studied,
the results of Ref. [72] fall within the error bar range of the
results obtained in this work. Such an agreement establishes
the approach of Ref. [72] as a method to obtain reasonably
good temperature dependence of the mobility.

We also compare our results to the results of Ref. [68]
which is the only reference where the results for tempera-
ture dependence of Holstein polaron mobility were reported
based on the calculation using the methodology that should
be in principle numerically exact. The results of Ref. [68]
agree with our results for weakest interaction G/J = 0.141
and the temperatures when our estimated error is relatively
small. However, for stronger interactions G/J =1, G/J = 2,
and G/J = 2.83 the results of Ref. [68] give lower values
of mobility than our results. For example, at G/J = 2.83,
wo/J =1 and T/J =2 the range of mobility reported in
Ref. [68]is ;€ (2.8 x 1073, 8.1 x 1073), while in our case it
is € (3.1 x 1072, 7.2 x 1072). For these parameters, direct
integration around the first peak in current-current correlation
function (in the range 0 < Jt < 1 in Fig. 8) gives already
A 1.5 x 1072 and the integration around subsequent peaks
could only increase this value. The results of Ref. [68] were
obtained using analytic continuation of imaginary-time data
only and we believe that this analytic continuation might not
be sufficiently reliable for all parameter values. This could po-
tentially explain the difference between the results of Ref. [68]
and our results.

All the calculations and examples presented in this paper
are for a phonon frequency of wy/J = 1. We next discuss
the effect of phonon frequency on the accuracy and appli-
cability of the methodology. As discussed previously, the
methodology performs best when it is possible to perform
calculations for real times which are sufficiently long that
the current-current correlation function decays toward zero
and it is difficult to perform simulations for low temperatures

since the correlation function decays rather slowly then. The
current-current correlation function is expected to decay more
rapidly to zero when the average number of phonons is larger,
which happens for smaller phonon energies. Hence, it is ex-
pected that it will be possible to reach even lower temperatures
in the simulations for smaller phonon energies. On the other
hand, for larger phonon energies, the lowest temperature for
which simulations can be performed is expected to be larger.

IV. CONCLUSION

In conclusion, we developed the path-integral quantum
Monte Carlo methodology for a numerically exact calculation
of real- and imaginary-time current-current correlation func-
tions and for the extraction of polaron mobility from these
data in systems consisting of an electron interacting with
phonons. The appropriate choice of basis for representation
of the path-integral-enabled calculations for longer real times.
The use of both real- and imaginary-time data enabled more
reliable analytic continuation in comparison with the tradi-
tional approach where only the imaginary-time data are used.
The methodology was applied to the Holstein polaron model
and enabled us to obtain reliable results for the temperature
dependence of polaron mobility for interactions ranging from
weak to strong and for temperatures that are not too low.
The overall ideas of the methodology are not restricted to the
Holstein polaron model and can be in principle applied to any
Hamiltonian describing an electron interacting with phonons.
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In this Supplemental material we present the details of the derivation of the expression for

C,T,}? - Tr [(e—Tng—THle—Tbb)m (eiAtHo Gl AtH) eiAtHg)Q A (e—iAtHUe—iAtHle—iAtHz)Q B} (1)

in the two representations and present the table with the parameters of the simulations.

I. PATH INTEGRAL EXPRESSION FOR CZL,’]? WITH ELECTRONS IN THE MOMENTUM
REPRESENTATION

By expressing the trace from Eq. (1) in the basis |k; {X}) defined in the main part of the paper, we obtain
N—1
ChE =) / (H dXS) (X} kolp(=)" (AN Ap(~iA1) 2 Blko: {X°}), (2
ko n=0
where we introduced the index ”0” on electron momentum and phonon coordinate variables and we introduced the
shorthand notation
p(Z) — eZHOeZHleZH2. (3)

We make use of the relation for the resolution of identity

1=y / (r_[ dxn) ke X)) (X)) ()

and insert the resolution of identity between each two subsequent operators in Eq. (2) to obtain

m—1 . m+Q m+2Q-+1 m—1 ‘ ‘
g = > /H DX’ [ px? [ Dx| J](X7ikjlp(=7)|kjqr; X7
7=0 p=m

ko, s kma2Q41 q=m+Q+1 j=0

m+Q—1
( H <Xp§kp|p(iAt)|kp+1§Xp+1>> <Xm+Q;km+Q‘A|km+Q+1§Xm+Q+1> (5)

p=m
m+2Q
T Xklp(—188) [y X7 | (X290 ko 11| Blko; XO).
r=m+Q+1

The basis states that enter the expression for the resolution of identity were indexed as ”17,72”,....”m 4+ 2Q + 1” in
increasing order from left to right and we introduced the notation

(X7} > X7,

N-1
I[ axi — Dx7.
n=0

* nenad.vukmirovic@ipb.ac.rs



To calculate the matrix elements (X7; k;|p(z)|kj41; X7T1) we need to find how exponential operators act on the basis
states. The operator e*/2 acts trivially as:

M2k X7y = e (Ra) |5 X)), (6)
The operator e*ft acts as:

. iV 1 . i .
ezHl ‘kj;X]> o ez% >on wi(X-n) N Zelm~(kj—k)+z\/2MmeXm ]ﬂ; X.7> (7)

k,m

The operator e*° depends on phonon momentum only and its matrix element is given as

. . M % (XJ+17X./L)
(X7 kj|ezHo|]gj+1;XJ+1> = 5kj,kj+1 (—271’2’) e2n 2z . (8)

Making use of Egs. (6)-(8) we get the expressions for matrix elements that appear in C’X’g:

, . . M . M (X~ X
(X5 kj|p(=7)kjy1; X7 = O fryi i, (=73 X7T1) exp <—7'Z (2%%()(%“)2 + 2(72))> , (9

. . . M M Xﬁ“‘l - Xr 2
<Xp; kp|p(1At)|kp+l§Xp+l> =Cs fkp+1:kp (lAt;Xp—H) exp <1Atz <2w721(X7€+1)2 + 2((1At)2))> , (10)

RS dall

I : T : T : M T
(X7 k| p(— 1A ky1; X7H) = Cs fi oy, (—i05 XTH) exp (‘IMZ; (2w5<Xn+1>2 2 AL

(1)

where C1,C and Cj are irrelevant constants that originate from the prefactor in Eqg. (8), while the functions
Jri k; (2; X7) are fermion propagators between states k; and kj; in imaginary or real time defined as:

fki7k-(z; Xv) _ ezs(k ) Zelm (ki—k;)+2v/2MwnGXE, (12)

We then obtain the expression from the main part of the paper:

m+Q m+2Q+1

=C / H DX’ H DXP H DX" o S1miX7] o= S2[—1ALXP] = S3[IALX ]
r=m+Q+1
- ' m+Q—1 m+2Q (13)
x> H Py CT X T Frpir b GAE XY T e (1AL X7 x
{k} 7=0 p=m r=m4+Q+1

XAXTH k@l Alking s XN (X ko 41| Blko; XO)
where C7 = C1C2C3 is an irrelevant constant, the symbol > denotes the summation over all k& variables, while

{k}
phonon actions are given by expressions:

m—1 . .
M(XJJrl —XJ)2
XJ = XJ+1 Mn  n)
T =7 Z Z { ) 2 ’

72
j=0 n
m+Q—1
M (XpHl — XP)
CIA4 p - _ p+1 X nm - n/
Sy[—iAt; XP] = —iAt § § { 2(XPH? 4 5 NI } (14)
m+2Q ” r
' M (Xt — XT)?
. . o s r4+1 n n
S3liAt; X7 = 1At E E [ 2(XrH)? 4 PR }
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II. PATH INTEGRAL EXPRESSION FOR Czlg WITH ELECTRONS IN THE POSITION
REPRESENTATION

In this case, we express the trace from Eq. (1) in the basis |r; {X}) defined in the main part of the paper and obtain

N-1
ChE = Z/ (H dXS) ({X%: 70lp(=7)™ p(iAt)? Ap(—iAt)? Blro; {X°}). (15)
70 n=0

We make use of the following resolution of identity

1=y / (r_[ dxn) s (XX 7] (16)

and follow the same procedure as in the previous section to arrive at the expression analogous to Eq. (5):

m+Q ) m+2Q+1

m—1 m—
Crg= > / I[ px’ (H DX [ Dbx* H X355 lp(=7)|ryen; X3 | x
j=0 p=m j=0

70y--3Tm+2Q+1 g=m+Q+1
m+Q—1
( 11 <Xp;rp|p<iAt>|rp+1;Xp+l>> (X9l Al g1s X ™) x (17)
p=m
m+2Q
x I  (X%rglp(—iAt)|res: XTH) | (X 29T r o6 41| Blro: X°)
g=m+Q+1

The relevant matrix elements are now given as

w|Z

M M(xfﬁxg)z
Xl ) =, (L) M &
N—-1
<Xa;7‘a|eZHl|Tb;Xb> — 57«(1,%622" GV2Mwp by, ’"bXZe M n(Xb) H 5 (be _ X,Z), (19)
n=0
N-1
(X% rale*™2|ry; XY =T (=z,ra — 1) [ 6 (X2 = X0), (20)
n=0

with I (z,7) = & 3, cos(kr)e=***). Making use of Egs. (18)-(20) and taking into account that operators A and B
act only on electron states we get the expression for Clﬁg from main part of the paper:

m—1
Crg = 0> rmelAlrmegr1) (rmsaqe|Blro) | [ 1(rsmjn — 1) | %
{r} =0
m+Q—1 m+2Q
x < I(—iAt; 74 —r,,)> [T 16Atrem —rg) | x (21)
p=m q=m+Q+1

g=m+Q+1

m—1 m+Q—1 m+2Q )
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’ p—m



4

where C% is an irrelevant constant, the symbol {r} denotes the summation over all r variables and the actions are
given as

el i+ _ x9)
TX] :TZZ|: XJ+1) +%(X?1—X+G /oM wn(;anJ+1:|

2
J= n
m+Q—1
M (XE+ — XP)2
— +1 +1
Sy[—iAt; XP] = —iAt Z Z{ 2(xp +?T+G\/ Mw, by, XP ] (22)
m+2Q
M (X3 — X32)2
iAt: X9 =1 q+1 771— q+1
Sslidt; X9 =iAt Y Z{ 2(x4 )+ 5 NE + G/2Mw, 6y, X8 ]
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III. TABLE WITH SIMULATION PARAMETERS

Analytic
Real time QMC Imaginary time QMC continuation
electron electron
GIJ | T Jtwa | JAt | N basis N | Jtmar JT A basis | NV | @max/J | sVS
10 30 0.1 104 151 0.06 0.002 10° 5 23
5 30 0.1 104 251 0.12 0.004 103 5 40
0.141 | 2 30 0.1 10* | momentum | 55 0.3 0.01 10° | position | 10 5 40
1 30 0.1 104 551 o0.6 0.02 10° 5 43
0.5 30 0.1 104 55 1.2 0.04 10° / /
10 4 0.1 104 0.06 0.002 10° 10 13
5 0.1 104 0.12 0.004 105 10 17
0.5 2 5 0.1 10* | momentum | 10| 0.3 0.01 10° | position | 10 10 20
1 5 0.1 10* 0.6 0.02 10° 10 20
0.5 1 0.1 104 1.2 0.04 103 / /
10 1.6 0.02 | 10° 0.06 0.002 103 20 11
1.6 0.02 | 10° 0.12 0.004 10° 20 10
1 2 1.6 0.05 106 position 10] 03 0.01 10° | position | 10 20 11
1 1 0.1 108 0.6 0.02 10° 20 10
0.5 1 0.1 108 1.2 0.04 10° 20 10
10 1 0.01 106 0.06 0.002 105 80 25
1.2 0.01 108 0.12 0.004 10° 150 48
2 2 1.3 0.025 | 10° position 101 03 0.01 10° | position [ 10| 200 55
1.3 0.025 | 10° 0.6 0.02 105 200 54
0.5 1.4 0.05 | 10° 1.2 0.04 103 200 40
10 1 0.01 108 0.06 0.002 10° 200 24
1 0.01 106 0.12 0.004 103 300 34
2.83 | 2 1 0.02 | 10° position | 10] 0.3 0.01 10° | position | 10 ] 360 51
1 0.025 | 10¢ 0.6 0.02 10° / /
0.5 1 0.025 | 10° 1.2 0.04 105 / /

The table with simulation parameters for typical values of Holstein model parameters G/J and T'/J. tpax denotes
the maximal real or imaginary time for which quantum Monte Carlo (QMC) simulation was performed, At is the
time step in real time simulation, 7 is the time step in imaginary time simulation, Ny is the number of samples in
the Monte Carlo simulation, IV is the number of lattice sites in the system, the parameter wy,x denotes the range
[—Wmax, Wmax] Of frequencies for representation of Re p(w), while svs denotes the number of singular values used
in analytic continuation. For the analytic continuation procedure Re pu(w) was represented on a frequency grid of
100wmax/J points in the range [—wmax,Wmax)- Real and imaginary time data were calculated at time points that
are multiples of the time step and lie in the range (0, tmax). When G/J = 0.141 the number of sites N denotes the

number of sites needed to perform converged calculation for ¢ = t,ax.




